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Abstract

Digital Twin (DT) is a concept that includes representing a physical entity virtually,
facilitating interaction with the physical entity, and augmenting knowledge of the
physical entity using simulation. An asset data interoperability standard entitled
Asset Administration Shell (AAS) aims to accelerate the development of DT:s by
defining standardized virtual representations for different manufacturing re-
sources, and an Application Programming Interface (API) for inter-firm exchange
of data. Recent literature has illustrated production line DT:s using an AAS repre-
sentation. What new applications would a standardized virtual representation or
API enable when co-used with a production simulation environment?

This thesis aims to define the overlapping application areas of production simu-
lation and AAS, this way identifying use cases for the integration and the conse-
quent technical requirements for the simulation software. This study is conducted
using open-ended interviews with ten representatives of six companies, and by
building prototypical use cases that demonstrate interoperability between AAS rep-
resentations and the production simulation software.

Based on the interview data, application areas of production simulation and AAS
overlap in two areas: interfacing production simulation with product life cycle man-
agement (PLM) systems, and enriching the information in AAS representations
during early-phase engineering of production systems. Based on the technological
experimentation, applications of reusing AAS representations in simulation are
limited by the lack of relevant AAS specifications in current state. Generalizable ap-
plications for AAS-to-simulation data flows should use complementary Automation
Modelling Language (AML) detail models packaged in AAS:s, not make assump-
tions on the locations of properties in AAS representations, or wait until AAS spec-
ifications for the purpose are developed and published.
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Tiivistelma

Digitaalinen kaksonen on kisite, johon kuuluu fyysisen olion virtuaalinen esitys,
vuorovaikutus fyysisen olion kanssa, ja sitd koskevan tiedon tdydentdminen simu-
loidulla tiedolla. Laitetietojen yleistoimivuusstandardi Asset Administration Shell
(AAS) kiihdyttaa teollisten digitaalisten kaksosten kehitystd maarittelemalla stan-
dardisoituja virtuaalisia esitystapoja erilaisille tuotantovilinetyypeille, ja ohjel-
mointirajapinnan (API) yritystenviliseen tiedonvilitykseen. Lahivuosien kirjalli-
suudessa on esitelty tuotantolinjoja kuvaavia digitaalisia kaksosia kiayttden AAS-
esitystapaa. Mita uusia sovellutuksia standardisoitu virtuaalinen esitystapa tai oh-
jelmointirajapinta voisi mahdollistaa tehdassimulointiymparistojen yhteydessa?

Tamin diplomityon tavoitteena on maarittdd tuotantosimulaation ja AAS:n
paallekkaiset sovellutusalueet, ndin tunnistaen tarkat kayttotapaukset ja niista seu-
raavat tekniset vaatimukset simulointiohjelmalle. Tdma tutkimus on toteutettu
avoimella haastattelumenetelmilla kuuden eri yrityksen kymmenen edustajan
kanssa, ja kehittamalla kokeellisia sovellutuksia tuotantosimulointiohjelman yleis-
kayttoisyydesta AAS-teknologian kanssa.

Perustuen haastatteluihin, kaksi sovellutusaluetta ovat yhteisia AAS:lle ja tuo-
tantosimuloinnille: tuotantosimulointiohjelman yhdistiminen tuote-elinkaaren
hallinnan tietojarjestelmiin, ja AAS-esitysten tiedon tdydentidminen aikaisessa vai-
heessa tehtaiden suunnitteluprosessia. Perustuen teknillisiin kokeiluihin, AAS-esi-
tyksia simulaatiossa hy6dyntavia sovellutuksia rajaa asiaankuuluvien AAS-spesifi-
kaatioiden vahyys nykytilanteessa. Yleistettavien AAS-tietoa simulaatioon tuovien
sovellutusten tulisi hyodyntad tdydentdvia AAS-esityksiin liitettyjia Automation
Modelling Language (AML)-malleja, valttaa oletuksia vakioiden sijainnista AAS-
esityksessa, tai odottaa tarkoitukseen kehitettyjen AAS-spesifikaatioiden julkaisua.

Avainsanat Asset Administration Shell, digitaalinen kaksonen, tuotantosimu-
lointi
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1 Introduction

Discrete-event simulation (DES) has developed since the late 1950s and has
fortified its position as a technique of operational research in manufacturing
(Hollocks, 2006). Modern production system DES applications have a myr-
iad of use cases also outside the domain of operational research enabled by
interfacing capabilities of commercial DES environments. Both historical
and real-time data could be used in simulation models that guide decision-
making, or even control a physical system real-time (Onggo et al. 2021). Real-
time applications of DES models include integration in systems that optimize
production schedules as Siatras et al. (2023) demonstrated, or even create
supply chain plans as Park et al. (2021a) illustrated.

However, challenges are faced in integrating factory simulation solutions
to processes of manufacturing organizations. Small and medium-sized enter-
prises are challenged by the lack of platform-independent interfacing capa-
bilities in commercial simulation software and time-intensiveness of build-
ing models (Yu & Zheng 2021). Provider of a production simulation software
could address these challenges by allowing interoperable reuse of engineer-
ing models describing the real-world manufacturing system, or perhaps al-
low interfacing a simulation environment with standardized application pro-
gramming interfaces (API). Asset Administration Shell (AAS), an emerging
technology from manufacturing sector, could be a means to achieve this.

AAS is defined as “standardized digital representation of an asset”
(IEC63278-1, 2023). In addition to that, AAS offers manufacturer-neutral
API access to manufacturing resources whose communication interfaces can
be proprietary (Ye et al. 2021a). AAS specifications, virtual representation
template models and a software for editing the models are developed by In-
dustrial Digital Twin Association (IDTA), which involves over 110 manufac-
turers, software companies and research institutions.

AAS is described as “a concrete adaptation of the generic Digital Twin (DT)
concept tailored to fit the needs of industrial production” (Jacoby et al.
2022). DT is a concept of virtually replicating a physical entity, involving both
historical and real-time data, and communicating bidirectionally between
the virtual and the real world (Onaji et al. 2022). The role of common data
representation formats in DT:s is described by IDTA (2022) as follows: “The
interoperable DT makes it possible to consolidate data from different data
sources, creating an open ecosystem”.

1.1 Context and motivation
The collaborative partner of this thesis develops software solutions for 3D
production simulation with additional connectivity features that provide

building blocks for production system DT applications. Competitive
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advantages of the software include the multitude of pre-built models of man-
ufacturing resources, and customizability in modelling proprietary compo-
nents. The main applications of the simulation software are design, planning,
optimization and virtual commissioning of manufacturing systems.

Virtual commissioning refers to detailed automation and control engi-
neering work made in advance before the real-world commissioning, which
reduces the total lead time of commissioning a manufacturing system (Bang-
sow, 2012). Virtual commissioning utilizes simulation, multi-domain system
modelling and bilateral data synchronization (Wang et al. 2023). There have
been efforts to automatize the process of creating simulation models for vir-
tual commissioning, but the lack of standardized data models hinders these
efforts (Striffler & Voigt 2023).

From the perspective of a production simulation software, AAS is an in-
teresting emerging technology for three reasons. First, it has an interrelation
with the concept of DT. Second, a standardized virtual representation could
allow using data in the virtual representations as simulation inputs or per-
haps even transforming virtual representations to functioning simulation
models. Thirdly, the standardized API of AAS could enable novel applications
of production simulation with data flows over the boundaries of companies
or information systems. From a broader standpoint, supporting open stand-
ards for information modelling in software systems could improve digital
continuity and transparency across the value chains of manufacturing re-
sources, reduce switching costs, and make software systems equally accessi-
ble for also smaller enterprises by eliminating the need to own bundles of
complementary information systems that use only proprietary interfaces.

1.2 Aims and research questions

Fundamentally this research aims to identify, how and to which purposes in-
dustrial companies are leveraging AAS in the current state. After that, attrac-
tive overlapping application areas of AAS and factory simulation could be
recognized, and features for interoperability with AAS could be specified and
developed for the production simulation software. From technological per-
spective, this study illustrates a proof-of-concept application for interaction
between AAS representations and production simulation environment to
recognize unsatisfied requirements for an implementation, and to create
knowledge on technological feasibility of such applications.

The understanding of industrial application areas for AAS is gathered as
empirical research. The empirical research is conducted as open-ended in-
terviews with representatives of manufacturing companies that participate in
AAS standardization or utilize AAS in some application. More specifically,
the interviewees are chosen so that they either participate in the development
of AAS applications personally or use the factory simulation software in a
company that drives AAS development in IDTA. Two internal interviewees
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from the collaborative partner are interviewed to gather aggregate perspec-
tive of demand for the technology in current markets.

The intermediate goal of recognizing overlapping application areas of AAS
and production simulation is addressed with a research question, whose sub-
questions are set to be collectively exhaustive: Either AAS or production sim-
ulation already exist in an industrial use case to solve some problem, or nei-
ther of them exists in a hypothetical new use case. The research question
guiding the empirical study could be formulated as follows:

RQ1: What problems in manufacturing does AAS address, and which of these problems
could discrete-event factory simulation help in solving?
RQ1.a: What existing simulation use cases could be improved by increasing simulation
environment interoperability?
RQ1.b: What existing AAS use cases could be improved by incorporating factory simu-
lation in the application?
RQ1.c: What potential new use cases exist for AAS-interoperable factory simulation?

In addition to the application areas of AAS, it is necessary to understand the
structure and building blocks of manufacturing resource AAS representa-
tions, so that the technological feasibility of leveraging interoperable virtual
representations could be assessed. This understanding is gathered by analys-
ing AAS modelling approaches from literature, analysing the currently avail-
able landscape of AAS modelling specifications, and by implementing a se-
lection of prototypical use cases as a proof-of-concept for reusing data from
AAS representations in simulation. This part of the study is guided by the
following research question and sub-question:

RQ2: How are AAS virtual representations of manufacturing resources structured?
RQ2.a: What data stored in AAS virtual representations could be used as inputs for
factory simulation models?

1.3 Outline of the thesis

After this section, section 2 presents a theoretical frame surrounding AAS by
presenting recent developments in operational technology, by reviewing DT
concepts in manufacturing to understand the theoretical connection between
production simulation and AAS virtual representations, and finally by re-
viewing conventions of AAS modelling as well as application areas of the
technology. After that, section 3 will present the empirical study of this thesis,
i.e. interview study and technological experimentation conducted in parallel.
Section 4 illustrates the findings from the empirical study, and finally, section
5 reflects on the results.
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2 Manufacturing resource virtual representations in
literature

Standardized virtual representations are a product of technological develop-
ment giving birth to new problems. To understand the purposes of standard-
ized manufacturing resource virtual representations, the contemporary tech-
nological phenomena that have shaped the technology of AAS are presented
in this section as a literature review. This section begins with an overview of
the ongoing fourth industrial revolution or Industry 4.0 (I4.0), renewed
manufacturing paradigms, and standardization efforts by 14.0 realization in-
itiatives. After that, the second subsection elaborates on the concept of DT as
a theoretical background for AAS-interoperable simulation applications. The
third subsection zooms in on the technology of AAS, providing a theoretical
background on modelling virtual representations of manufacturing systems
and analysing application areas of AAS reported in literature. The fourth and
final subsection reviews gaps in DT and AAS research.

The material cited in this literature review consists of journal articles, con-
ference papers, and technical specifications in section 2.3. The articles and
conference papers were filtered according to the ranking of the publishing
channel determined by Publication Forum of the Federation of Finnish
Learned Societies, accepting only top-, leading- and basic level publishing
channels evaluated by the forum. However, one exception is made to the se-
lection criteria of the literature: a presentation by Schweichhart (2016) is ref-
erenced, as it is the original source of certain concepts that later became pop-
ular in I4.0 literature.

2.1 Overview of Industry 4.0 research field

Over the 2010s and 2020s, operational technology and ways of organizing
production have undergone paradigm shifts. Traditional industries have
adopted solutions that self-optimize or self-configure the manufacturing sys-
tem, manage mass customization, allow accessing manufacturing resources
over a network, and even exchange real-time data across a supply chain (Rah-
manzadeh et al. 2023). This section provides a brief overview of 14.0 phe-
nomena as a context for virtual representations and standardization.

I4.0 is characterized by convergence of physical and virtual worlds, mo-
bility, and growth of technologies such as DT:s, artificial intelligence (AI),
augmented and virtual reality, simulation, and big data analytics. (Anumbe
et al. 2022). Wagire et al. (2020) divides the research field of 14.0 in five
principal research areas, 10 major research themes, and 19 minor research
themes. The five principal research areas are new business models, smart
factory, real-time data management, standards and reference architecture,
and I4.0 realisation strategies. (Wagire et al. 2020). The research field
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taxonomy by Wagire et al. (2020) is presented in entirety in Table 1. This
section will present some of the listed research areas briefly, before moving
in the research area of real-time data management in the next subsection to

discuss simulation and its role in DT:s.

Table 1: Taxonomy of 14.0 research field (Wagire et al. 2020).

Principal research area

Major research themes

Minor research themes

New business model

Cloud manufacturing and services,
IoT triggered business models

Mass personalisation, 14.0 ena-
bling components, horizontal and
vertical integration

Smart factory

Work organisation, advanced man-
ufacturing systems

Machine-to-machine communica-
tion, human-robot interaction, 3D
printing, CPS, Al, augmented and
virtual reality

Real-time data management

Simulation and digital factory, big
data analytics

Mobile applications, predictive
maintenance, data-driven manu-
facturing

Standards and reference architec-
ture

Interoperability standards, safety
and cyber security

OPC UA communication architec-
ture, information systems ontol-
ogy, product-service architecture,
wireless communication standards

14.0 realisation strategies

Smart city and infrastructure, 14.0
ready workforce

Use of ICT, roadmap and maturity
model, skills map, Lean practices,

supply chain of 14.0

2.1.1 Mass customization and new manufacturing paradigms

Wagire et al. (2020) lists mass personalisation as a research theme relating
to new business models. Mass personalisation, also known as mass customi-
zation, refers to offering individually customized products for large markets
with only a small trade-off in cost or lead time (Ahlstrém & Westbrook 1999).
Reported benefits of mass customization -capable manufacturing include in-
creased market share, increased customer satisfaction and knowledge, re-
duced order response time, and reduced manufacturing unit cost (Ahlstrom
& Westbrook 1999).

In addition to handling increased variety in offering, variation in form of
market changes has created a need for adopting solutions that allow recon-
figuring the manufacturing system rapidly (Renna & Ambrico 2015). Tradi-
tionally, dedicated manufacturing systems have been used to achieve high
throughput with the downside of low equipment utilisation during down-
ward fluctuations of demand, whereas multi-purpose flexible manufacturing
systems such as computer-controlled machines have introduced high pro-
duction costs (Bensmaine et al. 2014). Novel reconfigurable manufacturing
systems address the production cost and utilization challenges by reconfigu-
rable machines or tools that can be cost-effectively reconfigured to process
different products (Bensmaine et al. 2014). The type of reconfigurability in
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manufacturing systems is categorized to ability, sequence and capacity re-
configurability (Trierwiler et al. 2020).

Another novel manufacturing concept are matrix manufacturing systems,
i.e. individually plannable, standardized, product-independent process mod-
ules arranged in grid structure and connected with flexible material flows
(van Erp et al. 2023a). Control of such manufacturing systems may involve
resource virtual representations that represent processing capabilities of the
resources as abstractions called “skills” (van Erp et al. 2023a). In comparison
with dedicated and reconfigurable manufacturing systems, a matrix manu-
facturing system introduces the benefits of reduced throughput time and
amount of work in progress, as well as improved throughput rate (Renna,
2024).

A further level of manufacturing system reconfigurability would be
reached, if arbitrary off-the-self devices could be added to the system in a
modular manner. Plug-and-produce (P&P) is an engineering concept that re-
fers to a capability of commissioning new devices to the manufacturing pro-
cess on the fly (Nguyen et al. 2024). P&P simplifies the required manual con-
figuration efforts in situations where a device needs to be replaced (Ye et al.
2020).

2.1.2 Smart factory technologies

Smart factory is a manufacturing plant concept in which objects can negoti-
ate with each other, technologies of 14.0 are integrated to improve quality,
performance, transparency and controllability of processes, and information
from physical and virtual sources is combined and utilized in manufacturing
tasks (Mabkhot et al. 2018). Smart factories are instances of intelligent man-
ufacturing, i.e. a manufacturing system with connectivity-based horizontal
and vertical integration, self-optimization, and autonomous operations
(Zhou et al. 2022).

A concept related to machine-to-machine negotiation is product-centric
control. Product-centric control is a production method where the manufac-
tured product is supplemented with information that the manufacturing pro-
cess could use, resulting in simplified material handling, process control and
product customization, as the product itself requests processes or transpor-
tation via its virtual counterpart (Onaji et al. 2022).

2.1.2.1 Cyber-physical systems

Cyber-physical system (CPS) is a term omnipresent in I4.0 literature and cat-
egorized under the theme of smart factory research by Wagire et al. (2020).
CPS:s are defined as “physical and engineered systems whose operations are
monitored, coordinated, controlled and integrated by a computing and com-
munication core” (Rajkumar et al. 2010).
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The history of CPS:s originates from the 1970s, when having computa-
tional resources in control loops of automation systems motivated develop-
ing real-time computation, i.e. deadline-based computational task schedul-
ing techniques. The 1990s introduced interaction between the virtual and
physical systems, as well as compact sensors and modelling phenomena of
manufacturing plants using computational models. Finally, the term CPS
was introduced in 2006 to describe these trends. (Kim & Kumar 2012.)

In manufacturing context, a CPS is called a cyber-physical production sys-
tem (CPPS). A CPPS consists of human operators, manufacturing equipment,
and interaction interfaces for accessing information generated by the manu-
facturing equipment or the human operators (Ribeiro & Bjorkman 2018).
The purpose of CPPS:s is integrating of advanced analytic capabilities with
OT of manufacturing systems, enabling decision-support or even autono-
mous control settings (Thiede et al. 2021).

Architecturally a CPS is nestable, i.e. it may consist of other CPS:s, and can
therefore be hierarchically structured (Stock et al. 2019). A common method
to model the complex architecture of CPS:s is a layered framework (Hu et al.
2023). Different three- and five-layer CPS frameworks are proposed in liter-
ature. Drath & Horch (2014) proposes three levels that are required for a
CPS: physical objects, data models of the objects in cloud, and services based
on the available data. Wagner et al. (2017) refers to the previous architecture,
but renames the levels respectively as asset, data, and administration layers,
and implies that an I4.0 Component is a CPS. A five-level CPS architecture
proposed by Lee et al. (2015) in turn consists of smart connection, data-to-
information conversion, cyber, cognition and configuration levels. The smart
connection level provides unified access to sensors, the data-to-information
conversion level executes analytics, the cyber level contains an information
model of assets and stores data centrally, the cognition level comprises sim-
ulation and visualization aimed for decision-makers, and finally, the config-
uration level autonomously controls the physical objects according to the de-
cisions set in the cognition level (Lee et al. 2015). The architectures by Wag-
ner et al. (2017) and Lee et al. (2015) both comprise a layer with information
model of the asset between the connection to physical world and administra-
tive services.

2.1.2.2 Internet of Things

Connectivity and sensing of physical entities plays a crucial role in intelligent
manufacturing. Internet of Things (IoT) is a term born decades before 14.0
in 1980, when radio frequency identification technology was first used to
identify physical objects (Ben-Daya et al. 2019). In its modern form, IoT is
described as a global network infrastructure that consists of connected de-
vices, and is based on communication, sensing and information processing
(Xu et al. 2014). Architecturally, IoT is composed of a sensing layer depicting
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the physical devices, a network layer, a service layer consisting of supporting
web services, and an interface layer that acts as the software access for the
IoT (Xu et al. 2014).

2.1.3 Interoperability, standards and reference architecture

The interconnected nature of intelligent manufacturing has introduced chal-
lenges with interoperability (Zeid et al. 2019). Interoperability is a major re-
search theme in field of 14.0 literature, and research on topics related to
standards and standardization has experienced growth since 2016 (Wagire et
al. 2020).

The stage of achieved interoperability is described as levels of interopera-
bility, which are defined as device, network, syntactic, semantic and platform
interoperability (da Rocha et al. 2022). The levels of interoperability are vis-
ualized in Figure 1. Device interoperability refers to a capability of fundamen-
tal connection between devices, and network interoperability refers to differ-
ent networks being capable to connect each other (da Rocha et al. 2022). Syn-
tactic interoperability refers to unified data serialization formats, whereas se-
mantic interoperability refers to describing the meaning of transferred data
so that both the sender and the receiver understand it similarly (Zeid et al.
2019; da Rocha et al. 2022). Approaches for achieving semantic interopera-
bility include ontologies, vocabulary definitions and linked data (da Rocha et
al. 2022).

Interoperability between different

Platform platforms or architectures of

different domains

Common understanding of the
meaning of data

Semantic

Synta Ct|C Common data formats

Interoperability between different

Network networks

Common communication
protocols and standards

Device

Figure 1: Levels of interoperability. Adapted from da Rocha et al. (2022).
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Open Packaging Conventions Unified Architecture (OPC UA) is an estab-
lished standard for interoperability in machine-to-machine communication
and is named as one of the standards and reference architecture research
themes by Wagire et al. (2020). OPC UA specifications have been published
since 2006 (Bruckner et al. 2019). During its history, OPC UA has evolved
from a data transfer standard to also a structured information modelling
technology (Bruckner et al. 2019; Anumbe et al. 2022).

2.1.3.1 14.0 Component

A vision for realizing interoperable data access to manufacturing resources is
a concept called I4.0 Component. I4.0 Component was first introduced by
Schweichhart (2016) in a slideshow presenting the goals of working group
“Standardization and Reference Architecture” of initiative Plattform Indus-
trie 4.0. The I4.0 Component is a concept of any technical asset of a factory
being supplemented with a virtual representation, which can interact with
other components using known digital interfaces (Fraile et al. 2019). A visu-
alization of I4.0 component is shown in Figure 2.

The concept of I4.0 component is presented as layers. The first layer is the
asset itself, and the second layer is the digital connection with the asset.
Above the asset, a communication layer is responsible for facilitating com-
munication. In the top, information, functional and business layers form an
“administration shell” for accessing and manipulating the data associated
with the asset. (Bauer & Miaki6 2019.)

4.0 Component

Business layer

Administration

Functional layer

shell

Information layer

Connection Communication layer

Asset
s

Integration layer

Asset layer

Figure 2: Elements of I4.0 Component. Combined from Fraile et al. (2019)
and Bauer & Mikio (2019).
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The information layer of I4.0 Component contains a data model describing
the asset and provides “service atoms”, i.e. simple operations for manipulat-
ing data items within the model. The functional layer is composed of both
domain-agnostic platform services and application-specific services. Finally,
the business layer adds business logic for the 14.0 component in form of soft-
ware-based services, i.e. interactions with enterprise information systems.
(Diedrich et al. 2017.)

2.1.3.2 Reference architectures

Reference architecture models are “blueprints” that describe a system phys-
ically, functionally and by allocating physical parts to functions (Moghaddam
et al. 2018). Industrial reference architectures have undergone a paradigm
shift during 4.0, as described next.

A traditional functional reference architecture, i.e. categorization of activ-
ities in a manufacturing organization, is ANSI/ISA-95 “automation pyra-
mid”. The automation pyramid defines five hierarchical levels of activities:
production process, sensors and actuators, automation and control, manu-
facturing operations management, and business planning and logistics (Is-
mail et al. 2019). Information systems associated with the levels are Enter-
prise Resource Planning (ERP) software at the business planning and logis-
tics level, Manufacturing Execution System (MES) at the manufacturing op-
erations management level, and Supervisory Control and Data Acquisition
(SCADA) systems at the automation and control level (Martinez et al. 2021).
Lower-level information systems execute more real time -critical tasks than
the upper-level systems (Ribeiro & Bjorkman 2018). The automation pyra-
mid of information systems and activities is illustrated in Figure 3.
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Figure 3: ANSI/ISA-95 activity hierarchy and related information systems
(Martinez et al. 2021).

However, the architecture of modern smart manufacturing is characterized
by CPS-based automation networks rather than a hierarchy of activities;
higher-level information systems may be directly interconnected with the
lowest-level systems to provide analytics and data management capabilities,
enabling a decentralized mode of operation (Monostori et al. 2016). To de-
scribe the complex control and value networks of 14.0, a three-dimensional
reference architecture model called Reference Architecture Model Industry
4.0 (RAMI4.0) has been designed (Bauer & Maki6 2019). RAMI4.0 was first
proposed in the same presentation by Schweichhart (2016) as the concept of
I4.0 Component.

The three dimensions of RAMI4.0 are the layers of the I4.0 Component,
hierarchy levels of a manufacturing organization, and a time dimension de-
picting asset life cycle. (Bauer & Makio 2019). The hierarchy levels dimension
is based on the automation pyramid (Bauer & Makio 2019). However, there
are small differences: A product level is added to the bottom, the planning
level is divided to work center and station levels, and a level entitled “Con-
nected world” is added above the management level to describe enterprise-
to-enterprise interactions (Fraile et al. 2019). RAMI4.0 is visualized in Figure
4.

The asset life cycle dimension of RAMI4.0 consists of two major phases.
First, the asset exists as a type, i.e. a product that will become an asset is un-
dergoing product development (Fraile et al. 2019). Then, the product mate-
rializes as instances, which are produced, sold, commissioned, operated, and
finally decommissioned. (Fraile et al. 2019).
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Figure 4: Dimensions of RAMI4.0 (Fraile et al. 2019).

2.2 Digital twins

The previous section presented phenomena of 14.0 following categories of
I4.0 research themes. However, the review article by Wagire et al. (2020) did
not position DT in any category of the research themes, but proposed a future
direction of researching DT in the theme of real-time data management. This
subsection focuses on literature related to the concept of DT, aiming to shed
light on the interconnection between production simulation and standard-
ized virtual representation in industrial DT:s.

The history of DT:s starts from 2003, when the first concept of a DT was
introduced on a course concerning product life cycle management (PLM). In
2012, the National Aeronautics and Space Administration defined DT as
“multiphysics, multiscale, probabilistic, ultrafidelity simulation that reflects,
in a timely manner, the state of a corresponding twin based on the historical
data, real-time sensor data, and physical model.” (Tao et al. 2019.)

Applications for DT:s in manufacturing include designing and testing
products, material selection, product customization, production planning
and control optimization, layout planning, maintenance prediction and strat-
egy development, real-time monitoring of operations, equipment remote di-
agnostics, energy consumption forecasting, analysing user behaviour, recov-
ering waste for remanufacturing products, human-robot collaboration safety
validation, and usage as collaboration tool (Singh et al. 2022).

The term DT is often used to describe virtual representation applications
that have no data integration with the real world, which is why terms Digital
Shadow (DS) and Digital Model (DM) are proposed to describe virtual
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representation applications that are less integrated with the real world
(Kritzinger et al. 2018). A DS has unidirectional data transfer from physical
to the virtual object, whereas DM:s have no data exchange (Kritzinger et al.
2018). A DS is purely descriptive, but more cost-efficient to implement than
a DT, and applications often have a more holistic virtual representation than
DT:s (Bhandal et al. 2022). A factory simulation application utilizing user-
inputted data could be considered as a DM as it replicates a physical system,
albeit in limited domains.

Literature in the research area of DT:s are categorized by Kritzinger et al.
(2018) by four dimensions: publication type, level of integration, focused
area in manufacturing, and DT-enabling technologies. The publication types
are categorized into concept development and description papers, case stud-
ies, reviews, and definition papers. In the level of integration dimension, DS
papers are the most common, DM papers the second most common, and DT
papers the least common category. The focused areas in DT studies are pro-
duction planning and control, layout planning, process design, product life
cycle, maintenance, and manufacturing in general. Finally, enabling technol-
ogies referred to in papers are very heterogenous, but a majority can be cat-
egorized to simulation technologies, communication protocols, and 14.0 core
technologies. (Kritzinger et al. 2018.)

2.2.1 Role of simulation technologies in digital twins

As one angle to understand the theoretical connection between an industrial
DT and production simulation, the role of simulation technologies in DT:s is
reviewed and discussed next.

Modelling technologies of DT:s are categorized to geometric, physics-
based, data-driven, physics-informed machine learning, and systems model-
ling by Thelen et al. (2022), and presented in Figure 5 with their respective
subcategories. Geometric modelling comprises solid modelling, i.e. creating
3D models of physical objects using computer-aided design (CAD), laser
scanning the external shape of objects, and augmented reality (AR), i.e. over-
laying contextual data on assets using light projection or a headset with
transparent lenses. Physics modelling comprises solid body structural analy-
sis, thermal and fluid flow analysis, kinematic and dynamic analyses of mech-
anisms, and multiphysics simulations, i.e. simulating coupled physical phe-
nomena by exchanging data between models. Data-driven modelling is used
when the modelled phenomena are complex, not fully understood or too
computationally time-consuming, and it comprises statistical and machine
learning (ML) modelling. Physics-informed ML modelling is used for more
accurate models and faster model training. Finally, systems modelling refers
to high-level modelling of interactions and structure of components in a sys-
tem, and it comprises modelling languages and ontology modelling. (Thelen
et al. 2022.)
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Figure 5: Categories of modelling technologies used in DT:s (Thelen et al.
2022).

The categorization by Thelen et al. (2022) names simulation-based technol-
ogies in physics domains as modelling technologies used in DT:s, but does
not name factory or material flow simulation in any category or subcategory.
Another review by van der Valk et al. (2020), presented and elaborated in
Table 2, places emphasis on categorizing simulation-based DT applications
rather than modelling technologies inside a DT. DT applications based on
simulation modelling can be categorized by seven dimensions: the flow of
simulation time, the presence of random inputs, time-static or time-dynamic
modelling, model-building procedure, model scope, verifying and validating
results, and simulation timespan (van der Valk et al. 2020).

By the categories proposed by van der Valk et al. (2020), the factory sim-
ulation software in the context of this study has discrete progress in time,
dynamic model character and model scope of a system, with rest of the di-
mensions being model-specific. By the terms of Thelen et al. (2022), the fac-
tory simulation software utilizes kinematic and dynamic analyses from phys-
ics-based modelling technologies, and all listed geometric modelling technol-
ogies.
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Table 2: Taxonomy of simulation-based DT applications. Adapted from van

der Valk et al. (2020).

Dimension

Characteristics

Progress in time

Probabilities

Model character

Model-building procedure

Model scope

Verification and validation

Time horizon

Continuous: The state of the simula-
tion changes continuously

Deterministic: Does not use random
inputs

Static: Represents a fixed time state
Yes: The simulation model is built fol-
lowing a “structured and target-ori-

ented procedure or approach”
Single entity: Represents one entity

Conducted: The model is both verified
and validated

Terminating: Finite simulation time

Discrete: Simulation time increments
by a number

Stochastic: Contains random inputs
Dynamic: Represents behaviour over
time

No: Such procedure or approach was
not used

System: Represents multiple entities
Not conducted: Either verification or
validation is not conducted

Perpetuity: The simulation does not

terminate

2.2.2 Architecture of digital twins

Similarly to CPS:s, layered frameworks are used to model the architecture
and elements of DT:s. Similarly to the concept of I4.0 Component, each ad-
ditional layer introduces further abstraction of the physical entity. Layered
DT architectures are presented in literature with four to six layers. Hu et al.
(2023) lists the frameworks proposed by Zheng & Sivabalan (2020), Tao et
al. (2018), and Redelinghuys et al. (2020). Frameworks by Onaji et al. (2022)
and Jeong et al. (2022) were found additionally while conducting this litera-
ture review.

The DT architecture proposed by Zheng & Sivabalan (2020) introduces
four layers. The first layer is a collection of assets. The second layer executes
data extraction and consolidation using asset-specific communication proto-
cols. The third layer, cyberspace, augments a DM with data generated using
computational models. The fourth layer, interaction, consists of applications
and devices that are used to access the DT. (Zheng & Sivabalan 2020.)

A five-layer DT framework proposed by Onaji et al. (2022) consists of in-
tegrated physical assets, product or process virtual models, intelligent, data,
and enterprise layers. The virtual models layer contains physics, geometric,
rule-based and simulation models, whereas the intelligent layer initiates op-
timization of the physical assets and creates evolved data for decision-mak-
ing using Al Finally, the data layer federates data received from the rest of
the layers, including information systems of the enterprise layer. (Onaji et al.
2022.)
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In a five-layer DT framework presented by Jeong et al. (2022), the layers
are incremental evolutionary stages of a DT application. The first layer is an
objectified representation of the asset. The second layer consists of synchro-
nizing the virtual and the physical entities. The third layer consists of simu-
lated predictions and analysis. The fourth layer federates the work of multi-
ple digital twins of different types, and the fifth layer comprises intelligent
life cycle services. (Jeong et al. 2022). This framework implies that the life
cycle of a DT starts from a bare virtual representation, i.e. a DM, and that it
evolves into a DS or DT as more features to enable higher level of integration
are implemented.

A five-dimension DT model proposed by Tao et al. (2018) consists of phys-
ical entity, virtual equipment referring to a DM of an asset, services referring
to self-optimizing, DT data referring to a synthesized information from dif-
ferent sources, and connections between each dimension and the DT data
dimension. The dimensions are not in a particular order, even though the DT
data can be considered as a topmost abstraction layer. Tao et al. (2019)
names the activity of federating data from different sources to the DT data
dimension as “data fusion”.

A six-layer DT architecture by Redelinghuys et al. (2020) has two layers
for physical objects; one for devices whose communication is limited to sig-
nals, and one for control and data collection devices. Above them, local data
repositories layer provides a vendor-neutral communication interface for in-
ter-layer communications by an OPC UA server. The fourth layer, IoT gate-
way, supplements the data with information of the context, and the fifth
layer, cloud information repositories, stores historical information on the
system. Lastly, the sixth layer consists of simulations and emulations that
access the data from the lower layers, and may also contain a 3D visualization
of the system. (Redelinghuys et al. 2020.)

Commonalities can be noticed between layered DT frameworks proposed
in literature, despite heterogenous definitions of upper layers. A comparison
is presented in Table 3. First, most frameworks consider the physical entities
as part of DT, as by the definition of Kritzinger et al. (2018), a DT requires
the existence of the physical counterpart in real-time. Second, each reviewed
framework includes a structured virtual representation or a DM. Third, con-
nections are a pre-requisite for real-time integration, and therefore a crucial
part of a DT. Fourth, analytics or optimization technologies based on simu-
lation, AI or mathematical models, more generally computational models,
are a recurring element in different DT frameworks. Lastly, most of the com-
pared layered frameworks consider federating or fusing data from different
sources, i.e. lower layers, simulation outputs and external information sys-
tems. These core elements of DT result in a generic five-layer DT framework.
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Table 3: Common elements in layered DT frameworks.

Zheng & Siva- | Onaji et al. | Jeong et al. | Tao et al. | Redelinghuys
balan (2020) (2022) (2022) (2018) et al. (2020)
Physical entities X X X X
Connections X X X X
Structured virtual repre- X X X X X
sentation
Computational models X X X X X
Data fusion or federation X X X X X

2.2.3 Relationship between DT and phenomena of 14.0

The concept and elements of DT have similarities with other phenomena of
I4.0, such as CPS, IoT and I4.0 Component. The interrelations between these
concepts are discussed here briefly.

The relationship between CPS and DT is best described by a pattern of
terms used in publication titles, as numerous publications are titled either
“Digital twin-driven ... cyber-physical system” or “Digital twin-based ...
cyber-physical system”, hinting that the role of DT:s is serving as a basis and
an enabling technology for a certain subset of CPS:s. In addition to that, both
concepts involve a physical entity and elements in a virtual world.

As Diedrich et al. (2017) defined, an element in the functional layer of 14.0
component are domain-specific application services. Simulation technolo-
gies connected to assets on real-time could be therefore defined as domain-
specific application services in the functional layer of I4.0 Component CPS.

DT, CPS and IoT have multiple definitions of their interrelation. Accord-
ing to Jacoby et al. (2022), some activities of IoT and DT overlap, but IoT is
described to be below the layers of a DT, as IoT focuses on sensing and com-
munication, whereas a DT organizes collected data in structured form for use
in analytics. According to Ben-Daya et al. (2019), CPS is interrelated to IoT,
as a CPS requires monitoring and communication capabilities that IoT can
provide. According to definition by Latanzi et al. (2021), DT resides in the
virtual world despite the parallel existence of a physical entity, CPS com-
prises both the physical and virtual counterpart, and IoT is a communication
space for entities. In conclusion, a CPS can be based on the analytics capabil-
ities of DT and the sensing network capabilities of IoT.
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2.3 Standardized virtual representation of an asset

This subsection zooms in the information layer of the I4.0 Component, de-
scribing the essence, structure, current state of standardization, and compet-
ing technologies of AAS. First, the concept of AAS and its background are
discussed. After that, modelling approaches for system-level virtual repre-
sentations are reviewed. Then, competing or related technologies for AAS are
presented in a brief overview. Lastly, the application areas of AAS described
in literature are reviewed.

An asset is a real-world entity that is represented virtually in DT:s. The
term does not only refer to physical entities, but also immaterial tangible dig-
ital entities serving as manufacturing resources, such as software, optimiza-
tion agents, an algorithm, or a production plan. Lu & Xu (2018) defines the
term “asset” as synonym for manufacturing resources and categorizes them
in hard and soft resources. The term hard resource comprises machining re-
sources, computational resources, and materials, whereas the soft resources
include software, personnel, tangible knowledge, and intangible knowledge
(Lu et al. 2014; Lu & Xu 2018).

2.3.1 Overview of AAS

On its essence, AAS is an asset information model that paves path for seman-
tic interoperability. AAS service implementations could also be defined as
data-structuring software frameworks for developing DT:s (Gil et al. 2024).
An AAS information model is used over the life cycle of an asset and supple-
mented with information generated during the operational phase of an asset
(Wagner et al. 2017).

The history of AAS started during the mid-2010s. The concept of admin-
istration shells was first presented in the same slideshow by Schweichhart
(2016) that also presented the concepts of RAMI4.0 and 14.0 component for
the first time. Later that year, Grangel-Gonzalez et al. (2016) presented a pre-
decessor for AAS using Resource Description Framework for creating the vir-
tual representation in administration shells. The entire term “AAS” was first
used in a journal article by Tantik & Anderl (2017), discussing the potential
of AAS in context of service-oriented business models and mass customiza-
tion. According to keyword co-occurrence analysis by Li et al. (2024), the co-
occurrence of terms AAS and DT has emerged during the 2020s.

AAS service implementations are categorized to passive, reactive and pro-
active AAS:s, according to their interaction patterns. A passive AAS refers to
exchange of virtual representations using a common file format and possibly
a file server, a reactive AAS has additionally a representational state transfer
(REST) API for uniform exchange of information, and a proactive AAS has
the required infrastructure for autonomous peer-to-peer communication be-
tween AAS:s. (Ye et al. 2021b).
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Multiple service implementations based on AAS exist by different authors.
AASX Package Explorer by IDTA, SAP 14.0 AAS, NOVAAS by NOVA Univer-
sity Lisbon, PYI40AAS, and Eclipse Basyx are open-source implementations
of AAS (Gil et al. 2024). Additionally, Fraunhofer Advanced Asset Admin-
istration Shell Tools (FA3ST) is an open-source reactive AAS implementation
that has an additional service for asset connection using selected communi-
cation protocols (Jacoby et al. 2022).

In RAMI4.0, AAS could be positioned to the information and communi-
cation layers, covering the entire life cycle dimension. There are minor dif-
ferences in views regarding the position of AAS in a layered architecture.
Heppner et al. (2023) places AAS as the data layer of a three-layer CPS. Wag-
ner et al. (2017) defines AAS to cover both the data and administration layers
of the three-layer CPS model, and the entire asset life cycle. Bauer & Mikio
(2019) however implies that an administration shell covers the administra-
tion layer entirely and the data layer only partly, as the communication layer
of six-layer 14.0 component is outside the scope of administration shells. In
the intersection of these three definitions is the information layer of 14.0
component, which contains an information model representing an asset and
is therefore equivalent to a passive AAS. However, a reactive AAS supports a
limited set of communication interfaces, implying that a reactive AAS could
be placed on the RAMI4.0 communication layer. An AAS service implemen-
tation, such as Jacoby et al. (2022), can also contain elements from the
RAMI4.0 functional layer.

2.3.2 Similar and competing technologies

AAS is not the first standard for DT or information modelling purposes. Sev-
eral commercial and open standards exist for similar purposes. Publications
by Jacoby & Uslander (2020), Miny et al. (2023) and Gil et al. (2024) survey
these standards and technologies.

Jacoby & Uslander (2020) compares existing standards for DT and IoT
applications. The compared standards include AAS, DT Definition Language
by Microsoft, Next Generation Service Interfaces Linked Data API, Open
Data Protocol, SensorThings API, and World Wide Web Consortium Web of
Things (W3C WoT). Main differences between the standards are the exist-
ence of API specification or resource discovery mechanisms for networked
assets. DT Definition Language and W3C WoT are the only compared stand-
ards that do not define unified API for resource access. In addition to that,
DT Definition Language and AAS are the only compared standards that do
not have a resource discovery mechanism, but it is noted that an implemen-
tation of such is under discussion for AAS. (Jacoby & Uslander 2020.)

Miny et al. (2023) compares a set of standards for asset information mod-
elling. This comparison includes Automation Markup Language (AML), OPC
UA Process Automation — Device Information Model, Digital Factory
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Framework, Module Type Package and Field Device Integration as well as
W3C WoT and AAS. AML is noted to be specialized in modelling production
systems, whereas Field Device Integration is specialized in representing field
devices and Digital Factory Framework in “production system assets”. In this
comparison, weaknesses of AAS and Digital Factory Framework include the
lack of description metadata for asset properties and services, but it is noted
about AAS that a submodel enabling these is under development. (Miny et
al. 2023.)

Gil et al. (2024) reviews technologies comparable to AAS from a different
perspective, defining AAS service implementations as software frameworks
for DT development. DT software frameworks are categorized in six emer-
gent clusters. First, structured data frameworks, including AAS implementa-
tions such as FA3ST and NOVAAS, define common data structures and facil-
itate bidirectional communication between the physical and virtual entities.
As the second category, domain specific frameworks specialize on DT:s of a
certain domain. Third, language specification frameworks define common
data structures but no services or communication interfaces. As the fourth
cluster, geospatial data frameworks offer tools for the areas of smart cities
and weather modelling. Fifth, 3D-based and infrastructure-oriented frame-
works offer a visualization engine, but not necessarily tools for DT commu-
nication. Finally, co-simulation and model-based DT frameworks focus on
behavioural modelling of entities using one or multiple simulation models.
(Gil et al. 2024.)

2.3.3 Structure of AAS virtual representations

Structurally, an AAS consists of two parts: a header and a body. The header
contains identification information of the administration shell and the asset
itself. The body contains “submodels”, i.e. domain-specific information mod-
els that represent functionalities of the asset (Chilwant & Kulkarni 2019.)
The AAS submodels are composed of information objects called Submod-
elElements. In total, 17 subtypes of SubmodelElement exist: Capability, En-
tity, SubmodelElementCollection, Submodel ElementList, DataElement, File,
ReferenceElement, Range, Blob, Property, MultiLanguageProperty, Opera-
tion, OperationVariable, EventElement, BasicEventElement, Relation-
shipElement, and AnnotatedRelationshipElement (IDTA-01001-3-0, 2023).
The IDTA publishes AAS specifications in two forms: base specifications
covering topics such as AAS REST API or AASX file format, and submodel
specifications for published submodel templates. By the time of writing this
thesis, the IDTA has published 26 templates for submodels, develops 41, has
received proposal for developing 22, has one in review, and one on hold
(IDTA, 2024a). The existing submodels serve heterogenous purposes, such
as representing assets with hierarchical structure, manufacturer contact in-
formation, reliability of a resource, carbon footprint, or available
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communication interfaces of an asset. Some submodels relevant for simula-
tive DT:s are presented next.

Three archetypal modelling conventions for hierarchically structured
AAS:s are described with recommended use cases for each. First archetype is
called full hierarchys, i.e. several levels of Entity elements hierarchically under
one AAS submodel, and it is recommended for modelling assets with low dy-
namics and fixed hierarchy. Second archetype is called “one-down” hierar-
chy, i.e. modelling subordinate entities as separate AAS:s and referencing
them using a ReferenceElement, and it is recommended for modelling assets
with changing hierarchy and dynamic environment. Last archetype is called
“one-up” hierarchy, i.e. referencing a higher-level AAS in AAS of a lower-level
component, and it is recommended for describing the installation location of
an asset. (IDTA-02011-1-0, 2023.)

An AAS submodel that contains relevant inputs for factory simulation is
“Data Model for Asset Location” (IDTA-02045-1-0, 2024), as it represents
location of an asset, required both for visualization and accurate modelling
of intralogistics. Another submodel containing potential simulation inputs is
“Reliability” (IDTA-2013-1-0, 2022), as it characterizes unplanned downtime
of an asset with property “mean time between failures”.

Relevant from the perspective of interoperable communication in DT ap-
plications, submodel “Asset Interface Description” (IDTA-02017-3-0, 2024)
describes known communication interfaces of an asset, supporting interfaces
based on communication protocols Message Queueing Telemetry Transport
(MQTT), Hypertext Transfer Protocol (HTTP) and Modbus. The asset inter-
face description is designed following the open standard W3C WoT Thing
Description to allow reuse of existing representations (IDTA-02017-3-0,
2024). A complementary submodel “Asset Interfaces Mapping Configura-
tion” (IDTA-02027-1-0, 2024) describes relations between asset interfaces
and AAS representations, with one side as data source and one as destination.

AAS submodel “Provision of Simulation Models” specifies a standardized
representation for simulation models, modelling entities as separate simula-
tion models instead of a monolith system simulation model. According to the
submodel specification IDTA-02005-1-0 (2022), simulation outputs, inputs
and acausal connections are communicated via ports, i.e. interfaces of the
model, which are accompanied by descriptions of the variables in each port.
Heppner et al. (2023) illustrates a hybrid simulation framework utilizing this
submodel and physics simulation models that follow a separate standard
called the Functional Mock-Up Interface (FMI).

Functionalities of assets are intended to be represented using “Capability”
submodel elements. This aspect of the standard is not published yet, and a
submodel specifying the use of capabilities is under development. The work-
ing principle of capabilities in the upcoming submodel is described as fol-
lows: “Submodel to express capability definitions of a production resource,
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allowing to connect capability definitions and their properties from ontolo-
gies/catalogues to executable skills and their parameters” (IDTA, 2024a).

2.3.4 Virtual representations of system-level assets

AAS currently lacks the specifications for representing manufacturing activ-
ities in work center level. By the time of writing this thesis, the IDTA has re-
ceived a proposal of creating and publishing AAS submodel “Value chain,
material flow and process simulation”, but has not yet assigned a working
group to develop it. Another planned submodel to related purpose is “Bill of
Process” (BoP), which is in development by the time of writing this thesis.
According to its description, the submodel is “intended to provide all the nec-
essary and basic information for a digital process description in the field of
production” and will be built “based on process knowledge from various com-
panies in the wire harness industry” (IDTA, 2024a).

However, four recent publications have illustrated AAS models depicting
production lines, i.e. manufacturing systems. Therefore, it is purposeful to
analyse how material flows of a manufacturing system are represented, as it
is a key requirement for utilizing AAS information models in a factory simu-
lation application. A summary of the compared system-level modelling ap-
proaches is presented in Table 4.

Quadrini et al. (2023) models the production flow of a simple manufac-
turing process in AAS by using four types of AAS: assembly line, resource,
work order, and product. In this implementation, the assembly line AAS
serves merely as a list of resources, and the resources store semantic identi-
fiers of the operations they have capability to execute. The work order AAS
represents the schedule and quantities of products that will be produced, and
the sequence of the production steps is stored in the product AAS as refer-
ences to the resources. (Quadrini et al. 2023.)

An alternative approach for representing a process by Park et al. (2021b)
introduces five entity classes: plant, resource, plan, product, and process. In
this implementation, the entity classes are modelled separately from AAS:s,
but connected to physical world via product-, field device-, control device-,
and work station -level AAS:s. The sequence of production steps is not stored
in whole in any class or AAS, but material handling solutions access the in-
formation of where the product is transported next via an application or a
fixed reference. In addition to that, each process stores a list of previous pro-
cesses where input materials for the process must be fetched from. (Park et
al. 2021b.)

Arm et al. (2021) demonstrates a plant virtual representation using five
types of proactive AAS: MES, product, store, transport unit, and service unit.
The store AAS:s depict both material and finished product stores with the
same virtual representation, and the transportation unit AAS:s represent
both autonomous transportation and human operators. Each AAS has a
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negotiation submodel that specifies the process of requesting and providing
services between administration shells. The MES AAS stores the production
plan and archived product data, and creates product AAS:s with required
production operations. The product AAS sends material requests to the store
AAS:s, moving requests to the transport unit AAS:s, and production requests
to the service unit AAS:s. Finally, the store and the service unit AAS:s com-
municate with the transport unit AAS:s during the transportation, and the
service unit AAS:s receive production parameter updates from the MES AAS.
(Arm et al. 2021.)

Luxenburger et al. (2023) describes an AAS representation of a human-
robot collaborative assembly factory. On the work center level, a layout AAS
submodel specifies locations of work units in a 2D grid. Stations or work units
consist of production and transportation units, whose physical properties as
well as capabilities are described in AAS. On lower levels, control compo-
nents, sensors and signals are represented with designated AAS submodels.
Product types have both a Bill-of-Materials (BoM) representation of their
structure and a representation of the required manufacturing process, i.e. the
order of tasks, preconditions for starting the tasks, and semantic capability
and operation descriptions. Production plan is not represented as AAS but
originates from an external service. Finally, an AAS submodel called Topol-
ogy presents the hierarchical structure of the production system similarly to
the automation pyramid. (Luxenburger et al. 2023.)

It is noted that station-level processes have different levels of granularity,
i.e. a station can be used execute a single action, a larger task or an entire
sequence of tasks. Therefore, it is proposed that an AAS representation of
process could be modelled hierarchically so that processes could be com-
posed of smaller subprocesses. (Luxenburger et al. 2023.)

Table 4: Entity types in system-level virtual representations illustrated in

literature.
Arm et al. (2021) Luxenburger et | Park et al. | Quadrini et al.
al. (2023) (2021b) (2023)
Work center entity - Layout Plant Assembly line
Station entity Service unit, Production unit, Resource, process Resource
transport unit transportation
unit
Control device entity - Control compo- - -
nent
Field device entity - Sensor, Signal - -
Product entity Product Product Product Product
Production plan en- MES - Plan Work order
tity
Other entities Store Topology - -

33



The implementation by Arm et al. (2021) is only generalizable to a rather
narrow field of manufacturing use cases due to its use of proactive AAS, ma-
chine-to-machine negotiation, and the CPS architecture that is distributed
rather than hierarchical. On the other hand, the implementation by Park et
al. (2021b) is not ideal for the purpose of this thesis either, as the implemen-
tation does not model the manufacturing system in AAS but “inherits” data
from AAS:s into a third information model located between the AAS:s and a
simulation model. Finally, neither of these two implementations model ma-
terial flows of a work center in the AAS representation.

The implementations by Luxenburger et al. (2023) and Quadrini et al.
(2023) are similar in the sense that a product AAS contains information of
the sequence of process steps. Architecturally, this allows modelling flexible
material flows when multiple product types with different sequences of pro-
duction steps are manufactured in the represented work center.

An alternative approach for modelling system-level assets in AAS would
be using the modelling conventions in AML. According to a recently pub-
lished AML specification, AML models could be packaged in AAS:s to enable
reuse of detailed engineering information later in the asset life cycle (Auto-
mationML Consortium, 2024). According to an AML modelling convention,
a functional model of a plant is composed of structural representations of the
manufactured products, physical resources, and the processes representing
the executed activities (Drath, 2021). This modelling convention is called
“Product-Process-Resource concept” due to the combination of product-cen-
tric, process-centric and resource-centric views of a system in the modelling
convention (Drath, 2021).

Proceeding one hierarchy level up, system-of-systems (SoS) level refers to
the interaction of different production lines or different factories (Onaji et al.
2022). Therefore, a SoS-level AAS model would represent interactions on en-
terprise or connected world levels of RAMI4.0. Literature on SoS-level DT:s
forms approximately 14 % of DT publications, and earliest publications date
to 2017 (Onaji et al. 2022). However, literature on SoS-level AAS:s is scarce
and lacks practical implementations. In di Orio et al. (2019), SoS-level AAS
is stated to be a future research direction for NOVAAS, i.e. the open-source
implementation of a reactive AAS. Anumbe et al. (2022) presents a concept
of multi-factory AAS designed for both horizontal and vertical data exchange,
i.e. sister factories or factories of a supply chain communicating with each
other. In this concept, AAS representations of factories are hierarchically un-
der a common AAS. (Anumbe et al. 2022).

2.3.5 Existing application areas of AAS
In this subsection, existing application areas of AAS are reviewed in a com-
prehensive literature review. This topic has already been reviewed by Abdel-

Aty et al. (2022), finding 29 AAS applications in literature and listing all
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assets that were virtually represented in each use case. However, the field has
evolved quickly, and 17 more applications were found in more recent litera-
ture. The assets modelled in each application are tabulated in the end of sub-
section, and the AAS literature reviewed both by Abdel-Aty et al. (2022) and
this study is analysed to illustrate the focus of current AAS application areas.

AAS provides opportunities for business model innovation in five ways: it
fosters novel value creation approaches based on life-cycle data of assets, it
paves the way for adoption of Al to support decision-making, facilitates novel
collaboration over company boundaries and distributed manufacturing, en-
ables digital services within assets, such as product AAS negotiating its indi-
vidual material flow path on a manufacturing system, and lastly creates a
need for novel cyber security and intellectual property protection technolo-
gies. (van Erp et al. 2023b). Most of the recent literature reviewed in this
study illustrates applications involving life cycle data or digital services
within assets, specialized in domains of maintenance, life cycle management
or managing P&P-capable production systems. The following subsections
will present AAS applications in these domains.

2.3.5.1 Asset maintenance

Maintenance applications and especially condition monitoring services are a
lucrative setting for AAS applications due to three factors: the uniform AAS
REST API could provide access to component virtual representation over
company boundaries, up-to-date maintenance documents could be stored
digitally instead of paper, and as Jacoby et al. (2022) noted, the structured
virtual representation can act as a basis for advanced analytics.

Maintenance strategies can be categorized to reactive and preventive
maintenance. Reactive maintenance refers to policies in which maintenance
is initiated by a stop of the manufacturing resource, whereas preventive
maintenance is categorized to predetermined maintenance referring to
scheduled maintenance actions, proactive maintenance referring to engi-
neering improvements made to prevent failures, and predictive maintenance
referring to detection of a degradation mechanism in early phase by meas-
urements (Khazraei & Deuse 2011). Condition-based maintenance is a pre-
dictive maintenance tactic, whose implementation approaches include hu-
man inspection, continuous condition monitoring and autonomous prognos-
tics. (Khazraei & Deuse 2011). Maintenance applications for AAS in literature
could be categorized as condition-based maintenance.

HimmelstoB et al. (2023) presents an abstract design for a condition mon-
itoring service provided by a component manufacturer. The service is de-
signed for condition monitoring over company boundaries so that customer
service of a component or machine vendor could have information of equip-
ment condition before arriving to customer site, and workers of the plant op-
erator could utilize the condition information for condition-based
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maintenance (HimmelstoB et al. 2023). According to IDTA (2024b), this de-
sign has been implemented by the collaborative partner of Himmelsto8 et al.
(2023), and the key benefit of AAS in the application is described as reduced
integration costs of proprietary interfaces.

The condition monitoring case study by Kim et al. (2022) focuses on map-
ping condition data of a process plant into AAS format to achieve interoper-
ability between equipment diagnostics and plant-level portal systems. Cava-
lieri & Gambadoro (2024) illustrates a condition monitoring DS of a water
supply system, synchronized with sensor-collected data. Moreno et al. (2023)
describes the implementation of a remote performance and maintenance
monitoring DS where logs of completed production, operating hours since
last maintenance, and cumulated number of machine strokes are exchanged
over the internet in AAS format and processed for visualization in a client
application. The data exchange is implemented within a data space, i.e. a se-
cure data exchange ecosystem in which data remains in the source and is ex-
changed on-demand (Moreno et al. 2023).

2.3.5.2 Life cycle management

Product life cycle management (PLM) refers to managing the products of a
company across their entire life cycle, motivated by reducing product-related
costs and delivery lead times. The role of AAS in PLM is to provide a stand-
ardized interface through which product data can be accessed during all
phases of the product life cycle. (Deuter & Imort 2021.)

Digital Product Passport is a concept of storing information on the struc-
ture, materials, spare parts, recycling procedure and repairability of a prod-
uct. Plociennik et al. (2022) utilizes AAS to implement a similar concept with
the exception that data can be added along the product lifecycle. A use case
was implemented for automatized sorting of decommissioned electronics
products according to their materials and value, based on three sensors de-
tecting properties of the items and finding a matching product type AAS.
However, it is noted that sensor-based matching of product types is feasible
for only a small product variety, and data of individual product instances is
not accessed. Therefore, other asset identification approaches such as radio
frequency identification tags or barcode labels should be used in future ap-
plications. (Plociennik et al. 2022.)

Dickopf et al. (2023) illustrates a prototypical application of extracting
product information from a PLM system in AAS format, using the AAS rep-
resentation of products for 3D printing and providing product AAS represen-
tations via a customer portal. Volz et al. (2023) illustrates an implementation
of exchanging carbon footprint calculations of products in a data space, uti-
lizing a carbon footprint AAS submodel template published by IDTA. Rauh
et al. (2022) describes an implementation of version controlling digital assets
stored in products, using AAS for digital asset self-description when remote
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updates are made for the products. Jacoby et al. (2022) describes a quality
traceability setting, where inspection results are updated to product DM from
a production line DS using a reactive AAS infrastructure.

Fimmers et al. (2023) describes an implementation of tool life cycle mon-
itoring using AAS. Quantities such as operating time, torque, and electrical
current were transferred from tools with simple connectivity features and
proprietary communication protocols. When a tool was placed on a rack, the
data was updated to corresponding AAS representation that accumulates a
time series of the measured quantities. The application was used to define
threshold values for replacing the tools based on operational variables. (Fim-
mers et al. 2023.)

2.3.5.3 Plug-and-Produce

P&P and reconfigurable manufacturing systems are an application area
where interoperable data exchange formats play a role of key technology.
P&P can be achieved by fulfilling five requirements: a physical connection to
the new resource, a mechanism for detecting the presence of a new device,
communicating device information, assessment of functionalities and re-
quirements of the new device, and applying network configuration to the new
device (Monostori et al. 2016). AAS itself fulfils two of these requirements: it
stores device information in interoperable format, and functionalities and re-
quirements of a device can be represented using Capability elements as
Luxenburger et al. (2023) demonstrated. On top of that, as Jacoby & Uslan-
der (2020) noted, a resource discovery mechanism is possibly implemented
for AAS in the future, after which three of the P&P requirements would be
fulfilled.

Stock et al. (2021) demonstrates an AAS service implementation for device
self-description in a 5G-networked CPPS. Nguyen et al. (2024) illustrates a
configuration feasibility-checking DT of a robotized assembly cell, using AAS
REST API as a bridge between a web production orchestrator application and
an OPC UA server that connects a 3D visualization and the real-world assets
with the AAS:s.

Benefits of P&P-driven reconfigurable manufacturing systems include
feasibility of small batch sizes, dynamic re-allocation of resources, and flexi-
bility in customizing products. (Anumbe et al. 2022). Therefore, AAS-ena-
bled P&P applications could potentially generate increase in revenue due to
better matching of production capacity and demand-side product mix. How-
ever, practical implementations are scarce so far.

2.3.5.4 Other miscellaneous applications

Siatras et al. (2023) illustrates an AAS use case in production schedule opti-
mization using multiple scheduling agents and DES models. The term agent
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refers to “digital assets with advanced characteristics in autonomous decision
making that are deployed within the environment”. The role of AAS in this
application is to initialize and parametrize an agent capable of requested op-
timization method, and to act as interface when an I4.0 component triggers
the need for rescheduling. (Siatras et al. 2023.)

Bavelos et al. (2022) illustrates an implementation of utilizing AAS data
format in providing operators with task instructions on AR headsets. Assem-
bly, inspection, process recovery and reconfiguration instructions were im-
plemented, as well as a process status view. The data used in task instructions
is stored in product, machine and robot manipulator AAS:s and sent to an
AAS of the AR application. Also, a “production orchestrator” AAS is imple-
mented for storing the status of the manufacturing system. Reported benefits
include shortened assembly times. (Bavelos et al. 2022.)

2.3.5.5 Analysis of the application areas

As a summary of the reviewed applications, Table 5 summarizes AAS virtual
representations by positioning them within the hierarchy level and lifecycle
dimensions of RAMI4.0, including also the applications illustrated earlier in
the context of system-level virtual representation. The abstraction layer di-
mension is simplified to a binary variable denoting the existence of the I4.0
component communication layer, as the applications either have or do not
have connectivity to the physical asset.

Joining the sets of literature reviewed in this study and the literature re-
viewed in Abdel-Aty et al. (2022) results in a 46-row table with a list of assets
represented in the application on each row. The assets could be intuitively
categorized by their level in RAMI4.0 to describe which assets are virtually
represented in AAS applications. Digital assets were excluded from this cat-
egorization, as categorizing them to hierarchy levels is not intuitive.

A complete table of the literature included in this analysis is presented in
Appendix A. In addition to that, a bar chart representing the distribution of
assets between different hierarchy levels of RAMI4.0 is presented in Figure
6, including a comparison of the literature in this subsection and the litera-
ture in Abdel-Aty et al. (2022).
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Table 5: AAS applications in literature positioned in RAMI4.0.

change (Volz et al. 2023)

Application Assets Asset con- | Hierarchy lev- | Life cycle
nection? els of assets phases
Task instructions and support Product, machine, Yes Product, field Instance op-
(Bavelos et al. 2022) robot, orchestrator, device, station eration
AR application
DS of a water supply system (Cav- | Fluid control equip- | Yes Field and con- Instance op-
alieri & Gambadoro 2024) ment, facilities, com- trol devices, sta- | eration
munication systems tion

Exchange of product data with a Products No Product Entire life
PLM system (Dickoph et al. 2023) cycle
Tool lifecycle monitoring (Fim- Connective tools Yes Field device Instance op-
mers et al. 2023) eration
Condition monitoring as a service Components Yes Field device Instance op-
(HimmelstoB et al. 2023) eration
Quality traceability (Jacoby et al. Product instances, Yes Product, station | Instance op-
2022) inspection station eration
Process plant condition data ex- Components, equip- | Yes Field and con- Instance op-
change (Kim et al. 2022) ment, process units trol devices, sta- | eration

tion, work cen-

ter
Performance and maintenance re- | Machines Yes Station Instance op-
mote monitoring system (Moreno eration
et al. 2023)
Configuration feasibility checking | Robots, conveyor, Yes Field device, sta- | Instance op-
DT (Nguyen et al. 2024) mobile robot tion eration
Digital lifecycle passport (Plocien- | Electronic devices No Product Entire life
nik et al. 2023) cycle
Production system representation | Production equip- Yes Product, field Instance op-
for a DT (Park et al. 2021b, Luxen- | ment, products, line and control de- eration
burger et al. 2023) vices, station,

work center
Production system representation | Production equip- No Product, station, | Instance op-
in a DM (Quadrini et al. 2023) ment, products, line work center eration
Self-description in digital asset Files inside a smart No Digital asset Instance op-
version control (Rauh et al. 2022) product eration
Production planning and control Scheduling agent Yes Digital asset Instance op-
(Siatras et al. 2023) manager eration
Device self-description in 5G CPPS | Production equip- Yes Field device Instance op-
(Stock et al. 2021) ment eration
Carbon footprint information ex- Product No Product Entire life

cycle

As can be seen from Figure 6, the AAS virtual representations in literature
are clustered to the lower end of RAMI4.0 hierarchy levels, with a majority
of the papers illustrating product or field device AAS:s. Implementations
modelling control devices are scarce, but stations such as machines or man-
ufacturing cells are modelled in nearly thrice as many papers. The portion of
publications modelling products is growing compared to the review by Abdel-
Aty et al. (2022), and information modelling of work center -level assets has
emerged as a fully new subset of AAS literature, however with very few AAS
specifications to guide the implementation at this moment.

One possible explanation for the high number of papers modelling sta-
tion-level assets would be the life cycle phase of an asset: when the AAS is
modelled by a device or system vendor, it is in the product level, but will later
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be located on a higher level during its operational phase, i.e. after being com-
missioned into a production system as a manufacturing resource.
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Product Field Control Station Work  Enterprise Connected
device device center world

M Recent literature reviewed in this study

M Literature reviewed in Abdel-Aty et al. (2022)

Figure 6: Number of publications implementing virtual representations of
assets on different hierarchy levels, including literature reviewed both in
this section and in Abdel-Aty et al. (2022). Data points of this chart are pre-
sented in Appendix A.

2.4 Conclusions on the reviewed literature

This literature review discussed literature from three distinct clusters; 14.0,
DT:s, and AAS. The review of 14.0 literature illustrated novel manufacturing
concepts such as matrix manufacturing and P&P, pointing out that these con-
cepts make use of device virtual representations. The reviews of DT and AAS
literature illustrated that a connection between AAS and DT concepts is visi-
ble, but also a gap between state-of-the-art DT concepts and practical imple-
mentations of AAS is noticeable.

AAS has interrelations with both DT and CPS concepts. First, AAS is re-
lated to DT, as all layered DT architectures in literature comprised a struc-
tured or objectified virtual representation of the physical entity, which a pas-
sive AAS can realize in a standardized manner for the entire asset life cycle.
Second, AAS is originally based on realizing the concept of I4.0 Component,
which is a subtype of nestable CPS. Third, AAS currently has application ar-
eas with emphasis on PLM, maintenance, and reconfigurable manufacturing
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system management, which are close to the original purpose of DT in domain
of PLM that Tao et al. (2019) described.

A majority of the reviewed AAS applications are not fully integrated DT:s,
but rather DS:s or DM:s. Conceptually AAS does not enable the entire con-
cept of DT, as it is strictly focused in semantically interoperable structured
information modelling, and it does not offer building blocks to analytics, data
fusion or autonomous control functions present in state-of-the-art DT:s. Ap-
plications featuring connection to asset, such as Jacoby et al. (2022) and
Nguyen et al. (2024), have the interactions with physical world implemented
using established communication standards such as OPC UA or MQTT.

2.41 Research gaps

Fairly recent review articles discussing themes of DT and AAS were found to
highlight research gaps on both literature clusters. From DT literature, Seme-
raro et al. (2021) names three areas with research challenges: improving sus-
tainability-related applications of DT especially on value chain level, interop-
erability between DT:s to achieve data aggregation from a larger pool of data
sources, and design of modular DT architectures to handle model complexity
as well as allow flexibility and reusability of models in DT:s in other applica-
tions.

In AAS literature, Abdel-Aty et al. (2022) names three research gaps:
quantitatively or qualitatively analysing the progress of both AAS and DT
concepts, AAS-modelling for simulation purposes, and bidirectional data ex-
change between the AAS and the physical asset. The analysis of recent liter-
ature in this study also revealed research gaps in applications with enter-
prise- and connected world -level AAS virtual representations, as well as in
application during the early phases of asset life cycle.

Based on the cited gaps in literature, the main novelties of this study are
researching the potential of AAS in production simulation context, using
qualitative research methods in research theme of AAS, and experimenting
on automatic simulation model generation based on AAS virtual representa-
tions.
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3 Research material and methods

The empirical study consists of two parts: qualitative interview study and
technological experimentation. As was stated in section 1.2, RQ1 and its sub-
questions will be answered by the interview study. RQ2 and its sub-questions
are however more technical and require more detailed analysis of AAS mod-
elling conventions. The landscape of existing AAS modelling specifications,
relevant standard submodels, and implementations of system-level AAS
models in literature were analysed in sections 2.3.3 and 2.3.4, but the illus-
trations in literature did not present the content of used AAS models in suf-
ficient level of detail to deem this research question answered. Therefore, this
research question will be answered by conducting technological experimen-
tation, i.e. implementing a selection of prototypical use cases, collecting com-
ments and feedback from the interviewees regarding the feasibility of these
use cases, and by reporting recognized ambiguities in the used standard AAS
submodels.

The process of the study is presented in Figure 77 as a Gantt chart. The em-
pirical study was conducted after creating a draft of the literature review. The
qualitative interview study was conducted in parallel with the technological
experimentation. Last technological experiments were conducted shortly
during September. Analysis of the interviews was started after conducting
four interviews.

2024
April May June July August September October
Defining research questions |
Conducting a literature review |
Technological experimentation | | ’_‘

Conducting interviews | |

Analyzing the interview data |

Reporting findings

Figure 7: Process of the study as a Gantt chart.

3.1 Qualitative study design

Based on the comprehensive review in section 2.3.5, AAS is versatile, and
therefore a possible implementation for an AAS-interoperable production
simulation environment requires exhaustive fieldwork to define specific use
cases for the technology before the technical requirements could be defined.
Qualitative research methods are used for this explorative purpose.
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3.1.1 Interview sampling

The interview sampling consists of three distinct groups of people. First, in-
dustrial experts with personal contributions to developing AAS specifications
or applications were interviewed to access a designer’s perspective. Second,
factory simulation users from manufacturing companies that have existing
AAS applications were interviewed to access a customer’s perspective. Third,
experts from the simulation software provider were interviewed to gain ag-
gregate perspective of many use cases but with lower level of detail, and to
learn about known customer needs that overlap with the means AAS pro-
vides.

The interview sampling was designed heterogenous, as finding a sufficient
number of interviewees with knowledge on both AAS and factory simulation
would have been difficult to impossible, considering the relatively small set
of manufacturing companies that publicly express their investment on AAS,
and the even smaller intersection with companies that were known to use the
factory simulation software.

The industrial interviewees were found via four channels. First, simula-
tion users from companies using AAS were found with help from sales man-
agers of the collaborative partner, by showing a list of manufacturing compa-
nies that are members of IDTA. This channel resulted in contact information
for six prospective interviewees. Second, authors of AAS-related publications
or whitepapers with current position in an industrial company were searched
from the internet, resulting in seven prospective interviewees. Third, the in-
terviewees were asked to introduce potential additional interviewees, result-
ing in two prospective interviewees. Finally, one interviewee was found via
collaboration networks of the collaborative partner.

In total, contact information was found for 16 prospective interviewees in
eight distinct industrial companies and one applied research institute. Out of
the 16 prospective industrial interviewees, two had switched companies re-
cently, being currently in positions where they could not discuss industrial
use cases for AAS or simulation. Five persons did not reply, and one prospec-
tive interviewee refused the interview.

Finally, the sample includes eight interviewees from five different indus-
trial companies, plus two interviewees from the simulation solution provider.
The total duration of the interview recordings is 10 hours and 46 minutes.
Anonymized descriptions of the interviewees are presented in Table 6. In the
column “Role of interviewee” of Table 6, the current individual role of the
interviewee within their organization is shown. In column “Interviewee’s
background with AAS or simulation” the perspective the interviewee has for
the research topic is described, including contribution to AAS research, spec-
ifications or applications and experience or familiarity with the Visual Com-
ponents production simulation software.

43



Table 6: Anonymized descriptions of the interview participants.

Interviewee Industry Role of inter- Interviewee’s background with Interview
viewee AAS or simulation duration
AutomationCo Automation Research and Contribution to AAS research and 0:58:49
equipment development specifications
manufacturing scientist
ElectricalCo1 Electrical Programmable Contribution to AAS specifications, 1:01:18
equipment logic controller user of the simulation software
manufacturing | (PLC) engineer
ElectricalCo2 Electrical Business devel- | Contribution to AAS applications, fa- 0:48:57
equipment opment man- miliar with the simulation software
manufacturing ager
MachineryCo1 Machinery Automation sys- | Familiar with AAS, user of the simu- 0:57:30
building and tem architect lation software
engineering
MachineryCo2 Machinery Product DT ex- Contribution to AAS specifications 0:59:43
building and pert and applications
engineering
PumpCo Fluid control | Production sim- | Familiar with AAS, user of the simu- 1:33:52
equipment ulation specialist lation software
manufacturing
RobotCo1 Robot manu- Research and Contribution to AAS specifications, 1:55:42
facturing development familiar with the simulation software
scientist
RobotCo2 Robot manu- Robot simula- User of the simulation software 0:59:37
facturing tion specialist
SimulationCo1 Simulation Sales manager | Working for the simulation software 0:53:35
software provider
SimulationCo2 Simulation Technical re- Working for the simulation software 0:37:52
software quirements provider, responsible of monitoring
manager emerging technologies

3.1.2 Conducting the interviews

The interviews were conducted as open-ended interviews due to the explor-
atory nature of finding prospective use cases for AAS-interoperable simula-
tion. However, prospective thematic areas were planned to provide starting
points and consistency for the discussions. The discussion themes and exam-
ple interview questions from each theme are presented in Appendix B.

All interviews were conducted remotely in Microsoft Teams to simplify the
recording and transcription process. Each interview was started by introduc-
ing the interviewer and the study briefly, reciting how the interview data is
used, confirming consent for recording and data usage, and then asking the
interviewee to introduce themselves for the record, even though their back-
ground with either AAS or factory simulation was already known to some ex-
tent from finding suitable interviewees. The open-ended interview protocol
was rather dynamic and interactive for the remainder of the interviews, dis-
cussing themes common for all interviews, but asking further questions on
certain themes according to the current interviewee’s background.

Primarily, the interviewee was not directly asked to name intersecting use
cases of production simulation and AAS, even though the goal of the study
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was communicated in the beginning. When existing simulation use cases
were discussed, the interviewee was asked follow-up questions on whether
some specific feature of AAS, such as REST API, semantic reference -based
capability descriptions, centralized data over the life cycle, or asset identifi-
cation, could solve problems or reduce costs on the context. On the contrary,
when existing AAS use cases were discussed, follow-up questions aiming to
fit simulation in the context were asked. Only after these discussions the in-
terviewee was asked, if they could imagine some specific application for AAS-
interoperable simulation.

When discussing the existing production simulation use cases, follow-up
questions on topics such as simulation interfacing, data synchronization over
the internet or reusing data to reduce modelling effort were asked to recog-
nize potential application areas for AAS-interoperable simulation.

When discussing existing application areas of AAS, the interviewees were
asked to describe the purposes of their AAS applications, future ideas for lev-
eraging AAS, the motivation behind choosing AAS over other similar tech-
nologies, and challenges they have faced in using AAS.

In case a demonstrator of the prototypical use cases was shown during the
interview, it was emphasized that the use case utilizes AAS from only one
possible angle, and that the final application areas are open. The demonstra-
tor was shown as late as possible after discussing the user’s simulation use
cases, so that the potential application areas found in the interview would not
be limited to the application areas in the prototypical use cases.

3.1.3 Coding and analysing the interviews

The interviews were recorded and automatically transcribed. After each in-
terview was conducted, the quotes in the transcription were parsed as rows
in comma-separated file format using a Python script and imported in one
Excel spreadsheet for analysis. Important quotes in the transcripts were
marked with one-level answer theme coding while listening to the recordings.

After all interviews were conducted, the interview data was prepared for
analysis by arranging quotes from each discussion theme in a two-dimen-
sional matrix with code of the interviewee and theme of the quote as the di-
mensions. The resulting themes of quotes were grouped in 13 categories: Ex-
isting use case of AAS, benefit of AAS, challenge with AAS, weakness of AAS,
criticism towards AAS, distinct role of AAS in information modelling, distinct
role of AAS in communication, future expectations for AAS, use of AAS in
automotive industry, co-use of REST API and simulation, PLM, potential use
case in exchanging engineering data, and comments on a prototypical use
case. The outline of the table used for analysing the interviews is presented
in Appendix C.

The interview data was finally analysed by comparing quotes in same
themes between interviewees, with the goal of recognizing emergent
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phenomena that multiple interviewees report independently of each other,
or aspects in which the interviewees disagree with each other.

3.2 Technological experimentation

This part of the study aims to experiment on the technical feasibility of read-
ing and writing AAS files by building a proof-of-concept application. The ap-
plication demonstrates interoperability between AAS information model and
Visual Components 4.9 factory simulation software. The goals set for the ap-
plication are reading AAS data, using it in simulation, and writing simulation
outputs to AAS format. The prototypical application is implemented using
Python API of the simulation software.

The Visual Components factory simulation software is designed to con-
struct simulation models in a layered manner, with the modelling layers di-
vided in dedicated tabs within the user interface. The first tab, “Home”, com-
prises functionalities for layout building and configuration using a catalogue
of over 3000 pre-built device simulation models, “components”. The second
tab, “Process”, contains editors to define product structures, process logic
and material flow within the simulated factory layout. The third tab, “Model-
ing”, is used for modelling arbitrary components with desired properties, be-
haviours, kinematic structure and geometry. The fourth tab, “Program”, is
used to define executable programs to simulate programmable manufactur-
ing resources. The fifth tab “Drawing” can be used for exchanging factory
CAD drawings. An additional tab “Connectivity”, available in a software add-
on, contains functionalities for synchronizing variables in the simulation
models with real world variables using communication interfaces such as
OPC UA.

Discussions with colleagues and reviewing related works in literature re-
sulted in a decision that prototypical use cases could demonstrate automatic
simulation model generation from AAS:s of different asset types. According
to Jacoby et al. (2021), key requirements for hybrid DT:s combining different
predictive approaches are interoperability with external systems, interoper-
ability between models of a DT, extensibility, and reusability so that different
models need not to be developed from scratch. The prototype aims to fulfil
these requirements in a simplified setup of AAS information model and Vis-
ual Components, as well as reduce the effort and cost of duplicate modelling
of building a simulation layer in a production line DT. Therefore, the proto-
typical application is not a DT application itself, but instead a set of support-
ing services for building hybrid DT applications using the simulation soft-
ware.
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3.2.1 Related works and definitions

In general terms, the built application comprises file deserialization and au-
tomatic model generation services and a mapping model between two infor-
mation models: AAS representations and the underlying information struc-
ture in the simulation environment. Inspiration to the implementation and
prototypical use cases is drawn from related works by Laemmle & Gust
(2019), Sorvari (2021), Gollner et al. (2021), Isometsa (2018), and Platenius-
Mohr et al. (2020).

In Laemmle & Gust (2019), automatic model generation was studied in
the context of Visual Components simulation software, albeit using AML as
source information model language. However, station components were not
created from scratch based on behavioural modelling in AML virtual repre-
sentation, but by finding an existing model with matching manufacturer and
model name from component catalogue of the simulation software. In
Sorvari (2021), a similar setup was implemented, but this time using Systems
Modelling Language instead of AML. Yet again, station components were
created by finding a match from existing components. In Gollner et al.
(2021), mechanical and electrical dynamic simulation models of a conveyor
system were automatically generated from AAS:s. This setup made use of
AAS submodel “Provision of Simulation Models”, the acausal connections be-
tween subsystems that were modelled in the AAS submodel, and existing FMI
simulation blocks.

A common characteristic between each of the three model auto-generation
studies is that simulation models of the subsystems, machines or compo-
nents of the system were pre-provided. However, this study attempts to make
use of an alternative model generation approach: matching a virtual repre-
sentation to a known component class, generating a set of simulated behav-
iours associated with the class, and populating matching numeric properties
with values from AAS. In Isometsd (2018), component classes and sets of
simulated behaviours associated with each class were formulated for the sim-
ulation software for a standardized approach in component model creation.

For matching the properties between a simulation model and an AAS,
mapping strategies defined in Platenius-Mohr et al. (2020) are used. In Plat-
enius-Mohr et al. (2020), the proprietary information model of a commercial
monitoring DS solution was mapped into an AAS representation. The au-
thors propose four distinct strategies for mapping: preserving the source in-
formation model structure, minimizing or maximizing the number of created
models, transforming according to name-based heuristic rules, or referenc-
ing to semantic dictionaries that define structures of different asset classes
(Platenius-Mohr et al. 2020). Name-based heuristics strategy is chosen for
this implementation, as integration to semantic dictionaries would have en-
larged the scope of this prototype significantly.
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3.2.2 Prototypical use cases and input data

Six distinct prototypical use cases, summarized in Table 77, are implemented
to demonstrate using the AASX file format in simulation. In the first use case,
simulation components such as machines and conveyors are generated from
corresponding AAS representations. In the second use case, a production line
layout is generated from a work center -level AAS using existing simulation
components. In the third use case, a hierarchical AAS representing an assem-
bly product is mapped into simulation inputs used in assembly simulation.
In the fourth use case, a manual assembly process simulation model is gen-
erated from an AAS representation with product BoP. In the fifth use case,
variables are bidirectionally connected between the AAS representation file
and a corresponding simulation component using name-based heuristics
mapping. In the final use case, the simulation software is used together with
the FA3ST Service to exchange simulation outputs over the internet using the
AAS REST API.

The AAS representations used as input data for the prototypical use cases
represent manual workstations, a router machine, a conveyor, two different
assembly products, a matrix assembly system, and a robot arm. The repre-
sentations were crafted, as acquiring a real-life AAS dataset depicting the sta-
tion- or system-level assets turned out difficult. AASX Package Explorer by
IDTA was used as file editor for building the dataset, as the editor provides
hints and file validation as well as AASX file serialization so that the resulting
files are compliant to the AAS specification.

Submodels “Nameplate”, “Hierarchical structures enabling BoM”, “Tech-
nical data” and “Data Model for Asset Location” published by IDTA were
used in the crafted input files. A summary of the used AAS submodels in each
use case is shown in Table 7.

Table 7: Prototypical use cases in chronological order of implementation.

Prototypical use case

Input dataset

Submodels in AAS:s of entities

Simulation component genera-
tion from AAS representation

Conveyor AAS, machine AAS, man-
ual workstation AAS

Unit: Nameplate, Technical Data, 3D
CAD model

Simulation layout generation
from work center -level AAS

Hierarchical production line AAS

System: BoM
Unit: Nameplate, Technical Data, Asset
Location

Generating assembly product
logical structure

Product AAS

Products: BoM, Asset Location, 3D
CAD model

Assembly process simulation
model generation

Product AAS, matrix assembly sys-
tem AAS

System: BoM
Unit: Nameplate, Asset Location
Products: BoM, Asset Location, BoP*

Connecting simulation varia-
bles with AAS file

Robot arm AAS, existing simula-
tion model of the 6-axis robot arm

Unit: Operational Data*

Accessing simulation outputs
via REST API

Robot arm AAS, existing simula-
tion model of the 6-axis robot arm

Unit: Operational Data*

*: Not official submodel
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For the input datasets of model generation use cases, CAD models depicting
the items and units were acquired from training materials of the simulation
software, and packaged in the corresponding AAS:s. However, real-life AAS
samples representing field and control devices were used to test basic func-
tionalities of the prototype, such as extracting the CAD model or reading
properties from the AASX file.

In addition to the official submodels, a minimalist submodel for repre-
senting the BoP of products, shown in Figure 8, was developed from scratch
to serve as a placeholder until the official submodel for the purpose is pub-
lished. As was cited earlier in the topic of system-level AAS representations,
the future BoP submodel specification is built considering processes in wire
harness industry, i.e. electrical assemblies, which is why the placeholder sub-
model was developed to represent both assembly and non-assembly pro-
cesses. Another custom submodel “Operational Data” was built for the last
two use cases to represent position of a robot arm as numeric properties. A
robot arm was chosen as the focal asset for this use case, as it could visualize
multiple numeric properties as its joint angles.

4 Y% "PumpModule” [https://example.com/ids/sm/6363_7003_7042 8131] of [t

ISR} Assetinformation htps://example.com/ids/asset/6413_2161_ 7042 2781

« [I¥] "eittomMaterials* [https:/example.com/ids/sm/3513_2161_7042_9625]

m “PumpBasePlate"
m "VacuumGenerator”
m "PressureSensor”

4 m "BillOfProcesses” [hitps://example.com/ids/sm/6363_7003_7042_0231]

4 m "JoinVacuumGenerator” (4 elements)

m "ProcessTime" =50 s

[ ~station” = celi7

@ “"HumanTask"

4 m "AddedProducts” (1 elements)
m "ProductName” = VacuumGenerator

4 m "JoinPressureSensor” (4 elements)

m "ProcessTime" = 60 s
[ “station” = celiz
@ “"HumanTask"

4 m "AddedProducts” (1 elements)
m "ProductName® = PressureSensor
4 m “TransportToFinalAssembly® (1 elements)
4 m "Stations” (2 elements)
2 "station” = ceiz
2 “station” = cells

Figure 8: BoM and custom BoP submodels of a product subassembly in
AASX Package Explorer.

However, assumptions were made in the input dataset to simplify the proto-
type implementation. First, the dataset only contains references to AAS:s
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inside one AASX package file, in contrast to AAS:s that contain references to
other AASX files within an AAS repository administrated by a company. Sec-
ond, the asset coordinates in submodel Asset Location are assumed to point
in the center of the bottom side of a bounding box fitted around the 3D object,
and the origin of 3D CAD models is automatically moved to the same point.

3.2.3 Working principle of the proof-of-concept application

The most critical function for accessing data in the interoperable data format
is a deserializing function, which reads the data for programmatic use follow-
ing conventions specified in IDTA-01005-3-0 (2023). According to the spec-
ification, an AASX file contains an XML file that represents all AAS:s and
submodels packaged in the file. The XML file is located in a specific folder
inside the package, and the AASX package follows packing conventions of
ZIP files.

The deserializing function simply extracts the only XML file from sub-
folder “aasx” inside the AASX archive to access the logical structure of the
virtual representation. Other files, such as 3D models, are extracted from the
AASX file by different functions only when needed. The extracted files are
placed in a temporary folder, which is cleared in the end of program execu-
tion. The deserializing function is supported by several helper functions, built
for navigating the underlying XML file, searching for submodels and sub-
model elements with a given identifier, and manipulating the XML tree.

When writing the simulation outputs back into the file format, a different
serializing function is used. The serializing function works as follows: All files
except the XML file are copied in a new ZIP archive with file extension “aasx”,
and the XML tree modified within the simulation environment is written to
the ZIP archive. The writing was implemented using the file copying proce-
dure, as attempting to write in one file inside an existing ZIP archive destroys
file integrity.

Writing the AASX file is supported by helper functions, each dedicated to
writing some AAS element type, such as “assetAdministrationShell”, “sub-
model”, “submodelElementCollection”, and “property”. Different element
types have mandatory fields that are required by AASX Package Explorer to
open the files, and creating these was implemented in these helper functions.

The first four prototypical use cases are built to read official submodels by
finding specific properties from specific locations within the submodel. The
last two use cases do not make any assumptions on the structure of the AAS
representations, but only consider submodel elements of type “property”.

For the simulation model generation use cases, a recursive algorithm to
navigate the structure of system virtual representation using the BoM sub-
model was developed. The algorithm starts from given top-level AAS, iterates
through submodels referenced by the AAS, tries to find matches for CAD, lo-
cation, technical data and BoM submodels, jumps to subordinate AAS:s
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referenced in the BoM, and repeats the process until a BoM submodel is no
longer found on the hierarchy level of the asset. On each level, the algorithm
tries to find primarily a CAD model or secondarily the dimensions of the asset
to initialize it as a 3D object. The design of the recursive algorithm was dic-
tated by the structure of the underlying XML format of AASX files: submod-
els are not hierarchically under the AAS elements, but under a different sec-
tion “submodels”, and referenced from the AAS element using a unique iden-
tifier. The top-level structure of the underlying XML format is illustrated in
Figure 9.

<environment xmlns="https://admin-shell.ioc/aas/3/0">
s

stAdministrationshells>

m o

</submodels>
<conceptDescriptions/»
</environment:

Figure 9: Top-level structure of the underlying XML tree in AASX files.

When generating device- or station-level models, the type of the source AAS
is matched to a small number of categories using name-based heuristic rules.
AAS:s recognized as conveyors are initialized by creating the start and the
end of the conveyor path to the direction specified by AAS property “Length”.
Other assets, such as machines, are set up as generic executable processes
that process a product for the time specified in product AAS, unless the pro-
cess time is specified in the station AAS. However, robots or mobile robots
are not initialized with functionalities, as any public AAS submodel does not
yet specify domain-specific necessary properties such as kinematics.

The last prototypical use case experiments with a reactive AAS and its
REST API for communication. In the AAS REST API, requests are made to
Uniform Resource Locator (URL) addresses of AAS submodel elements,
which respond with information in JavaScript Object Notation (JSON) for-
mat (IDTA-01002-3-0, 2023).

The working principle of the URL addresses in AAS REST API is described
in specification IDTA-01002-3-0 (2023) as follows: “Submodels define a hi-
erarchical structure. Certain operations use an idShort-path to access deeper
parts in the hierarchy ... Identifiers of Identifiables are base64url-encoded to
be passed to the HTTP/REST API”. In other words, the URL address to ac-
cess a specific part from an AAS representation can be derived from the tree-
structured virtual representation with known operations. The URL address
of an example API call and its structure are illustrated in Figure 10.
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/submodels/aHROcHM6Ly31bmI2ZXJzYWxSb2JvdHMudG5vLmNvbS9pZHMvc20vODMzMF84MDAYXzEwMjJfMzlyMA= =/submodel-elements/Joints.J1
Il J

Accessing submodel

Type of root element Submodel or AAS identifier in base64-encoding
elements of the submodel

idShaort-path within the submodel

Figure 10: Structure of URL address in AAS REST API example call that ac-
cesses a joint angle of a robot.
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4 Results

The potential use cases defined in the study are presented in three categories.
Potential use cases discussed with interviewees are presented as the first cat-
egory in the end of section 4.1. The implemented prototypical use cases are
presented as the second category in section 4.2, accompanied with feedback
and notes on technological feasibility of the use cases. Finally, conceptual use
cases based on further synthesis of the interview data, combined with learn-
ings from the technological experimentation, are formulated and presented
in section 4.3.

4.1 Results of the interview study

This subsection illustrates the interview discussions in different topics. First,
the industrial applications of AAS reported by interviewees are described
briefly. Then, reported benefits and challenges in using AAS are discussed.
After that, the distinct role of AAS within the ecosystem of industry standards
is discussed. Next, the interviewees’ expectations regarding the future of AAS
are discussed. Finally, the discussion regarding potential use cases for AAS-
interoperable production are illustrated and synthesized.

The current state of industrial applications for AAS is best summarized by
a quote from interviewee ElectricalCo1; even though AAS currently supports
only a limited scope of asset information modelling, there is a collective mo-
tivation among manufacturers to adopt the technology.

“It’s still not so mature. It’s still more young; the models are still coming, but it also has
a strength: it’s politically strong, so it got really good adoption.” -ElectricalCo1

4.1.1 Industrial applications of AAS reported by interviewees

This subsection describes the industrial use cases of AAS reported by inter-
viewees with personal experience on working with applications for AAS. The
interviewees reported in total eleven distinct applications. As some of the ap-
plications are currently under product development, the applications are de-
scribed on an abstract level and without quotes as agreed with the interview-
ees. An abstract summary of the applications is presented in Table 8.

Seven of the reported applications could be categorized as applications
with representation scope of products, with purpose of exchanging or man-
aging product data. Only four applications of this category were currently in
operational use, with one of them limited to providing information of a few
selected products. The remaining three product information applications are
either currently in development, developed as a one-time demonstrator, or
only in internal use.
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One of the reported applications involves a proactive AAS, however in ex-
perimental stage. The interviewee commented directly afterwards that po-
tential industrial use cases for the application are currently unknown.

Table 8: Industrial AAS applications discussed in interviews.

General description of application Scope of virtual represen- | Maturity of applica-
tations in application tion

Product information portal Product Launched

A software framework for building customized | Product Launched

PLM portals

Product information portal Product Launched for a small
scope of products

Product information REST API Product In use with a limited
group of users

Accessing AAS-format product information on | Product Under development for

a project collaboration platform an existing platform

Provision of product information Product One-time demonstrator

Consuming product information to automatize | Product No information

device configuration during system integration

Asset monitoring with connection to external | Unit Experimental setting

PLM and IoT software

Machine AAS with supplemental AML and FMI | Unit Experimental setting

models

Experimental setting of a proactive AAS Unit Experimental setting

P&P service for changing manufacturing sys- | System Launched

tem configuration

4.1.2 Benefits of interoperability in industrial use cases of AAS

When discussing existing use cases of AAS, the interviewees were asked to
describe the experienced benefits of AAS in their application contexts. First,
interviewee ElectricalCo1 reported reduced workload in exchanging product
information, and additionally reduced workload in configuring purchased
devices. Interviewee MachineryCo2 reported similar benefits of reduced
workload, when data originating from various vendors is processed.

“If we can provide easily the data to the customer, the customer saves a lot of time. He
saves time, but also internally I think we can save a lot of time because customers are
not calling anymore ‘I did not find it on your website, please send it’, because everything
would be there directly and interoperably.” -ElectricalCo1

“We could import data from third party devices much easier. So, for the PLC engineer-
ing, you need always the device description files for the network communication. If you
can get them in a standardized way, you can also save a lot of time.” -ElectricalCo1

“If there are more than five different components, more than five vendors, you will need

to have standards and specifications, otherwise you have a lot of manual work to do” -
MachineryCo2
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Interviewee MachineryCo2 also reported that AAS has enabled fusing data
from various sources into centralized representations, opening opportunities
in service and support operations.

“For service and support you need insights and what were the life time activities of this
product. And to get this information to the target systems we are using DT:s, because
today you often need to connect different systems over and over again ... Harmonize
the different data sources or the meaning of data. So, in the end you can connect differ-
ent sensors or different customer information views from SAP, but for consuming sys-
tems it looks the same.” -MachineryCo2

Finally, interviewee RobotCo1 reported improvements in working with engi-
neering information systems, as fewer information systems could be used to
access the same information that previously required multiple systems due
to proprietary information formats.

“So AAS has the capability for exchanging data in a standardized and centralized man-
ner. And the more I want to do, the more I get trouble with all the engineering tools and
applications outside these I have, because there I typically have workflows with tool
chains and tools the customers use, and so a change of all these tools is a very big im-
pact.” -RobotCo1

A common element among each of the reported benefits introduced by AAS
is information exchange between companies and their respective infor-
mation systems, which was enabled by syntactic and semantic interoperabil-
ity within a common information format.

Relating to the benefits of interoperability, different interviewees de-
scribed the role of automotive industry in their adoption of AAS, and the as-
pirations of automotive companies in leveraging AAS. Interviewees Ro-
botCo1 and ElectricalCo2 reported that customers in automotive industry re-
quest product information in AAS format, namely fundamental technical
properties and carbon footprint submodels representing the products. Addi-
tionally, interviewee ElectricalCo1 noted that not many automotive compa-
nies develop AAS inside the IDTA but concentrate their efforts for AAS de-
velopment in project Digital Plant Modelling with Neutral Data Formats (DI-
AMOND), aiming to combine AAS and AML.

“So we discussed this topic because an automotive customer comes to us and just wants
to have this kind of data for a robot ... So the use case of the customers is to have very
fundamental technical data to plan future production lines; to have a view on which
products [RobotCo] can provide and plan in a plant next year.” -RobotCo1

“Automotive customers are, how to say it, demanding it ... They [customer of the inter-
viewee] already have received requests for the carbon footprint, and they requested it
in the form of the AAS.” -ElectricalCo2

“Some automotive vendors are going for AAS. I think some others are in, maybe you
heard about the research project DIAMOND. They 're really going strong for AML. Also,
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they are trying to evaluate the combination of AAS and AML. But in IDTA I would say
there's not so many automotive vendors present and strong pushing, there are more
like regular machine builders active” -ElectricalCo1

4.1.3 Challenges in using AAS

To recognize potential pitfalls in creating an AAS application, challenges in
AAS application contexts and weaknesses of the technology were discussed
as one of the interview question themes.

Interviewees with personal experience on working with AAS reported is-
sues in creating the AAS representations. Interviewees ElectricalCo1 and
ElectricalCo2, from the same company, named the lack of suitable digital
tools as a challenge. Interviewee AutomationCo highlighted manual effort
and file editor compatibility issues as challenges when transforming AAS
models from an older version of the specification to the current one. The chal-
lenge reported by interviewee MachineryCo2 was different, as they had faced
difficulties in transforming product information of old products into AAS for-
mat due to pieces of relevant data missing.

“Problem is at the moment that there’s often no 3D CAD tool that already exports nice
AAS files which you could use for your work.” -ElectricalCo1

“At the moment we are creating them by ourselves, there’s no standardized platform in
the background that creates them on demand” -ElectricalCo2

“The tooling could be better ... There are some issues now and then that are coming up,
this is for the tools in general that are used, and also some compatibility issues that can
be there ... There’s recently been this version 3 of AAS that has come out, and the tooling
and the submodel templates have to be updated then to make sure theyre supporting
version 3” -AutomationCo

“So we don't start today to maintain all the new products that have a twin. We also go
back to the 1990s. Of course we don’t have all data there.” -MachineryCo2

As a theme related to the challenges in using AAS, interviewees PumpCo,
SimulationCo1 and MachineryCo2 expressed concerns that the resource in-
tensity of creating the virtual representations could hinder larger industrial
adoption of AAS.

“What I didn't see is the time you spend on creating the structure, and I have a feeling
it’s not something you do in half an hour, and then all is good ... If the AAS is difficult to
use, if you need to be a trained specialist, no one’s going to use it ... If you need to dedi-
cate people for training for maybe three months or so before they can use the technol-
ogy, and then the people leave the company, or they don’t have time to do that task” -
PumpCo

“T would imagine that if we're talking about large manufacturing companies, they
would have the resources, the time and the people to utilize this standard and also have
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use for it, because they need to track and know what has happened. For smaller com-
panies, I would imagine that there is no use case for these kinds of things, because it’s
not cost effective for them. But for larger organizations, there is always this kind of
need for this kind of documentation and having more structured approaches to do
things.” -SimulationCo1

“If this concept should work, in the end, because you don’t want to fill it by hand, and
then the concept will sink down and you go back to the old processes.” -MachineryCo2

As one of the topics, the interviewees were asked to name technical or archi-
tectural weaknesses of AAS. Answers in this theme were unique, as each in-
terviewee named a different issue. Interviewee AutomationCo highlighted
problems in semantic referencing of AAS. Interviewee ElectricalCo1 named
the highly nestable structure of AAS representations as a problem for con-
suming applications, and also noted that a security specification for AAS is
not present even though it has been under development. Finally, interviewee
RobotCo1 highlighted deficient specifications on representing data as his-
toric records in AAS and additionally criticized the capability-based repre-
sentation of functionalities in AAS for duplicate modelling the modelling
convention introduces with programmable assets.

“Enabling semantic interoperability is not an easy task. This is also not directly guar-
anteed by using AAS, not guaranteed even when you use semantic ID:s, that it’s then
going to be compatible with some other vendor’s information” -AutomationCo

“Sometimes I think the model gets a bit complex, and it’s difficult to search information
in the AAS because of its structure. I think they’re also considering having query lan-
guages or something on top of it, but at the moment it’s very, very difficult because the
submodel can be very nested, and if you are searching a certain property, you cannot
just ask 'Is this property in there?’, you have to go through everything and look very
deep in there to get it out.” -ElectricalCo1

“What I think is a bit critical at the moment is that the security part of the specification
is not yet released, and it was postponed a couple of times, and I think security is essen-
tial for this kind of data exchange ... We are talking about having public data and data
which is not for everyone, but only for special customers and special partners, so the
security concept is very important and should be there from the beginning, but it’s not.”
-ElectricalCo1

“In some submodels, it’s just not as clear how you should display the information
change over lifetime.” -RobotCo1

“I program the program on a robot and then program in the AAS that this program is
a skill ... It’s just an abstraction.” -RobotCo1

4.1.4 Distinct role of AAS within the ecosystem of standards

Most of the interviewees with experience on AAS were also experienced with
other established standard technologies, namely AML and OPC UA. The
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distinct role of AAS compared to AML and OPC UA was discussed with these
interviewees to gain understanding on several emergent questions: what data
belongs in AAS representations, where do the boundaries between AAS, AML
and OPC UA reside, and in which application areas does AAS have a strong
positioning.

When discussing the role of AAS as a modelling language, interviewees
AutomationCo and ElectricalCo1 elaborated AML as a more suitable source
for detailed information models that represent system-level interactions. In-
terviewee ElectricalCo1 also noted that the modelling convention “Product-
Process-Resource” of AML is established and in operational use at several
manufacturing plants, in contrast to BoP and material flow submodels of AAS
that are not even published yet. Interviewee RobotCo1 advised to follow the
outcomes of the project DIAMOND, as the associations behind AAS and AML
are making joint efforts in the project to create relevant specifications for rep-
resenting complex automation equipment.

“For AML, the focus has been very much on the engineering phase, and here these stand-
ards can also align together. You can cover engineering aspects and also reuse the li-
braries that are provided by AML and also have detailed submodels. It’s also mentioned
in the specification of AAS that it allows detailed submodels to be used, and also AML is
one source for having such submodels.” -AutomationCo

“For pure component importing, I would say AAS, but if you're really importing the
material flow and the connection between the components, I think the AML model
would be better” -Electrical Co1

“In AML there’s also, they call it Product-Process-Resource concept ... It’s already there
in AML, and I know bigger automation and automotive companies who are already
using this concept there, also in their factories” -ElectricalCo1

“This project of AML and DIAMOND ... Have a look on which standardized engineering
suite data formats are coming up there and how will they be provided ... Their plan is
to define more templates which are able to describe things like robots or controllers
with interfaces for plug connections and so on” -RobotCo1

During the discussion on what data should be provided in AAS rather than in
the complementary standards, unique but not contradicting definitions were
received. According to the interviewees, data that is important for the entire
life cycle, is relevant also outside the internal business processes, and that
remains static should be maintained in the AAS format.

“So the discussion is always what data should be in AAS and what is only AML ... What’s
important across the life cycle, it should be in AAS” -ElectricalCo1

“The order number, some tracking numbers, what’s the stock in different plants, so this
is something we don’t give outside because this is only information that’s relevant on
the inside ... What'’s the standard delivery time of the product in this region, this is also
some information we can provide, and also, if there’s a white field in some AAS
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specification, we can provide it via this field and then it makes completely sense if other
suppliers also maintain the value in the same field.” -MachineryCo2

“When there is more detailed data for an instance and later on when I really need dy-
namic data from the shop floor, I think OPC UA provides much more meaningful mech-
anisms than the AAS ... AML is only a model language ... OPC UA is for data in motion
because I've got time stamps ... and I can provide the static data also in the OPC UA
server, but it’s just oversized for it.” -RobotCo1

Additionally, interviewee RobotCo1 suggested that AAS should not improve
device or network interoperability, and they elaborated that several estab-
lished standards exist already for lower-level interoperability. This hints that
the distinct role of AAS would be focused on syntactic and semantic interop-
erability within the levels of interoperability defined by da Rocha et al.
(2022).

“The AAS must not solve my problem of machine interoperability on the shop floor. For
this I've got Profinet, EtherCat, Ethernet, IP and OPC UA” -RobotCo1

4.1.5 Future expectations for AAS

As one of the discussion themes, the future expectations for interoperable
AAS-based solutions was discussed. As the existing industrial use cases of
AAS were mostly related to product data management, the tentative plans for
leveraging AAS in the future were considered as one angle to recognize po-
tential future application areas for AAS.

Interviewee RobotCo1 envisioned applications of Al enabled by machine-
readable device information. The same interviewee also envisioned central-
ized management of all information related to product types, as well as infor-
mation of product instances in a portal provided by a vendor.

“It's just a big chance because I think you could describe and provide each kind of data
in a meaningful way, in a modelled way so that applications can consume them. Be-
cause I think a future problem will be the lack of workers which do everything, and this
is just a chance to provide data which is better consumable for machine applications,
program applications or maybe an AI.” -RobotCo1

“From a business-to-business view, I have first the contact, the right people, then I make
proposals, a cost estimation for several things, then I have an order, then later on I have
a delivery date. All this information which flows between vendor and customer could
be more centralized. And when the question comes ‘Oh, when will the robot be deliv-
ered?’, I look here inside and see the delivery date, and when will they quit up the pro-
vision of this product ... So this is a great chance to centralize all data about an asset
that is currently in a lot of hands and different sources.” -RobotCo1

Interviewees MachineryCo1 and PumpCo expressed their expectations to-
wards AAS solving problems in control of matrix manufacturing systems.
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“There’s many different product variants, and then you have to decide which way a
product has to choose through a system. Think about matrix production, you have more
or less no fixed connections. Then you need to orchestrate your complete system and
every single order flow on runtime ... And I think this is the next step to provide some
standardized approach using the AAS and using the standard communication protocols
that are currently used in the industry.” -MachineryCo1

“Depending on the tools that you give it, it can perform different actions, but the core
structure is same for all work cells. Thinking about what you have in the AAS, it’s actu-
ally a nice application of that. Whenever you have different products, you would also
have different kinds of BoP ... All that [reconfiguration] happens dynamically with dif-
ferent products running in the same system ... Control-wise it’s a complete nightmare.
But thinking from the AAS perspective, that would actually be very useful, because you
only have to develop one cell with all the different capabilities.” -PumpCo

Interviewee ElectricalCo1 wished for more fundamental benefits by naming
smoother data exchange across life cycle and value chain as their main future
expectations for further evolutionary stages of AAS.

“I think at least we have this very smooth data exchange over all the engineering steps
or over the whole supply chain. Then there’s very little human work needed to put things
together and to get the data from one thing to another thing, to another engineering
tool and so on.” -ElectricalCo1

4.1.6 Interrelation of simulation and REST API

The potential of utilizing reactive AAS interaction patterns with production
simulation was discussed with the interviewees that have worked with simu-
lation applications, but the discussion did not directly lead into any potential
use cases.

Even though potential use cases for AAS REST API integration were not
found in the interview discussions, the interviewees reported related experi-
ences with REST API technology. Interviewee MachineryCo1 defined the
REST API technology suitable for applications with low time criticality, such
as in initializing simulation models. Additionally, the same interviewee de-
scribed the benefits of REST API technology in their applications as reduced
system complexity due to high level of abstraction in implementing the ap-
plications.

“If you have two-sided communication and a very high frequency of messages that need
to be transferred, this is the wrong protocol. So HTTP and the REST stack is too slow
Jjust to provide big amount of accesses. But if you have single accesses with a centralized
data server where you have to acquire for example a simulation model, so when I want
to call the simulation model for my AAS, REST would be perfect because it’s very easy
to implement a REST call. It’s slow, but who cares in the creation of a model.” -Machin-
eryCo1

“You can just do the REST call, you don’t need to care about the detailed network archi-
tecture, TCP/IP is doing everything for you. You just need the id from the server, you
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can even search for it if you have some kind of identification mechanism or central or-
chestration or some kind of blackboard architecture ... You can ask at this address how
the actual syntax for the REST call is.” -MachineryCo1

Interviewee SimulationCo2 stated that there are existing use cases of using
REST API with the production simulation software, as integration with ERP
systems has required this. Therefore, using similar technology for connecting
to reactive AAS:s could potentially enable easy integration to asset infor-
mation portals based on a reactive AAS.

“IWhen asked about REST API:s of ERP:s] Sometimes it’s a proprietary protocol that
we have to use, but it is common. We are aware that some people have already done
this, where you have a SAP or ERP integration.” -SimulationCo2

However, ideating combinatorial use cases for a reactive AAS and production
simulation together was mostly a short-lived discussion theme, as interview-
ees other than MachineryCo1 and SimulationCo2 had no experiences of sim-
ulation applications leveraging this interfacing technology. As interviewee
RobotCo2 said, these applications might exist in the future to increase con-
nectedness of engineering work, but specific use cases are difficult to name
currently.

“T guess it will be the future, so that we are more and more linked between, inside of a
company as well as from outside ... 'm not sure about use cases.” -RobotCo2

4.1.7 Potential use cases discussed during interviews

This subsection will describe the potential use cases that were discussed al-
ready during the interviews. Potential use cases based on further analysis of
the interview data are presented later in section 4.3. All potential use cases
found by the interviews are based on file exchange applications, in other
words, a passive AAS interaction pattern. The potential use cases found by
interviews could be categorized in three distinct application areas: interfac-
ing production simulation with PLM systems, using production simulation
as an early-phase engineering tool, and less surprisingly importing virtual
representations of production units to simulation.

As was cited earlier, future AAS standardization will focus on product-
level information modelling to avoid overlapping standardization with AML.
This introduced a challenge for finding potential use cases, as this study be-
gan from the assumption that there would exist standardized virtual repre-
sentations of unit-level assets such as machines on a larger scale.

4.1.7.1 Interfacing production simulation with PLM systems

One application area with potential use cases would be simulation integrated
to PLM systems. As was found out earlier, PLM is one of the major
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application areas of AAS in literature. One PLM system provider already
states to support AAS format for product information, and another major
vendor of PLM systems has recently joined IDTA. Due to this, potential and
purposes of interfacing production simulation with PLM systems was dis-
cussed with interviewees.

According to the internal interviewee from sales, interfacing production
simulation with PLM systems has existing demand, but there is no
knowledge of the specific use cases for this integration. The theme of PLM
was further discussed with different interviewees with emphasis on use cases
for such integration, and what data stored in PLM systems could be useful as
simulation inputs. In Dickopf et al. (2023), the PLM system is stated to sup-
port standard AAS submodels Nameplate, Contact Information, Time Series
Data, Technical Data and Carbon Footprint. Interviewee ElectricalCo1 sug-
gested that also BoP models of products could be stored in a PLM environ-
ment and elaborated the motivation to do so.

“If you have the BoP, you know for the product which processes will be done, and maybe
you know for each process, how much energy this process is using, and then you could
calculate the carbon footprint of your product in production by using the BoP.” -Elec-
tricalCo1

Interviewees SimulationCo1, SimulationCo2 and RobotCo2 reported use
cases of interfacing PLM systems with production simulation that customers
have inquired on, but that were ultimately not implemented. The discussed
potential applications for interfacing PLM with the simulation software to-
gether were described as contexts where 3D models, correct revision of infor-
mation, assembly structure, or technical properties of products are critical
inputs for the production simulation model. Some of the reported PLM and
production simulation interfacing concepts involve automatic simulation
model generation for assembly or welding processes associated with a de-
signed product.

“Companies that didn’t become our customers because we didn’t have any PLM connec-
tivity. So one of their checkboxes is that ‘We need to have PLM connection. Do you have
it? No? Ok, then we can’t buy it’ ... But we’re talking now about big manufacturing com-
panies. Smaller companies don’t have PLM software ... It could for sure open up some
opportunities for us if we did have it, and it would make certain discussions easier es-
pecially with big companies.” -SimulationCo1

“The case could be this version history, and then maybe that they have their CADs locked
away in PLM systems.” -SimulationCo1

“They [simulation users] need to make some type of design review of that part with a
simulation, like moving stuff on a conveyor or having some new part that’s assembled
by robots. They would want to be able to have a way to import that changed CAD file
and then simulate it. If it works great, comment it, put it back in the system that it’s
ready to the next stage in the life cycle.” -SimulationCo2
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“They want to save time and money ... So they have their files which define how some-
thing is to be assembled ... Like put this part on, then put this part on ... And that data
can then be used to automatically generate what you need in Visual Components, so
you would save time in having to redo the whole thing.” -SimulationCo2

“So you have thousands of different assemblies and they wanted to weld that, and the
question was how to automate programming for the welding as well as how to be sure
that everything can be welded because of collisions, reachability, cycle time, and so on
... All the information is inside the PLM system, so they have the CAD data, they have
the knowledge about the parameters, and where the weld seams are and so on. Every-
thing was described. But how to automate then the simulation out of it? ... If you have
in mind that you have thousands of work pieces, more or less the same, but everything
is different and you have to do it manually, it will be a work of years to do that.” -Ro-
botCo2

AAS provides a unified format for exchanging technical properties and CAD
models of products. On the other hand, the production simulation software
supports optional physics modelling and collision checking. These features
have previously been used for feasibility checking of a manufacturing system,
control code and robot programs. A potential integration with PLM systems
would open new applications on product feasibility checking, similarly to the
product designing and testing DT applications that Singh et al. (2022) listed
among the purposes for DT in manufacturing.

The discussed use cases of integration with PLM systems should be further
investigated with specific PLM systems to find out, which standard and cus-
tom AAS submodels are provided in PLM systems, and whether automatic
generation of product feasibility checking simulation models would be pos-
sible from these submodels.

4.1.7.2 Production simulation as early-phase engineering tool

One category of potential use cases was found when discussing the challenges
and resource intensity of creating AAS virtual representations for manufac-
turing resources. Some interviewees directly suggested specific simulation-
to-AAS interaction features to applications in engineering system products.

As the first distinct use case in this application area, two interviewees de-
scribed automatic AAS model generation for system-level assets. Interviewee
PumpCo described this use case generally, but interviewee ElectricalCo1 de-
scribed a specific context for this type of information exchange in writing
control code during automation engineering. In practice, this use case would
use very fundamental manufacturer and model metadata of the simulation
components, and summarise the contents of a simulation model into an ag-
gregate AAS representation with the BoM submodel.

“For a lot of people, if they are familiar with the tool, then that’s what they are going to
use. So they have the [simulation component library of the software] so they can quickly
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build up a workcell or a full production line, and then they can write that from the sim-
ulation model to the AASX file.” -PumpCo

“I'm always thinking I want to make use of the 3D simulation information in the PLC
program ... So I think at least getting information from the simulation model. For ex-
ample, how many motors I have, how many robots I have? This could simplify the work
on the PLC side ... Also, if the component vendor of a conveyor has a function block to
control their conveyor, then in the PLC program, I would like to know which conveyor
is used in the line and then I can connect to the AAS of the component supplier, get the
function block, and make easy engineering of the conveyor in my PLC program.” -Elec-
tricalCo1

Interviewee MachineryCo1 envisioned a different simulation-to-AAS use
case for exchanging a smaller scope of data, but with more detail. In this use
case, an AAS representation is not generated from simulation components or
layout, but instead a set of parameters relevant for the production system
would be updated to the AAS representation and later used in commissioning
of the physical system.

“Think about designing some raw AAS:s for your system, then you set up the layout,
import some basic information from these raw administration shells, and now you do
the fine configuration of your system cycle times and conveyor times ... Now you export
all the settings you can use for the real machines, and the real machines now get all
their parameters directly from this digital planning environment, and then you have a
very good start for the actual implementation ... You can’t replace some manual last
configuration of a machine, but when you start with a more or less good working
points, that will spare so much time.” -MachineryCo1

4.1.7.3 Importing unit virtual representations to simulation

Two interviewees suggested using AAS for automating simulation compo-
nent generation, namely machines and robot arms. This use case is overlap-
ping with one of the implemented prototypical use cases, but will however be
reported as a result. Technical feasibility of a similar use case will be dis-
cussed in more detail later in subsections 4.2.1 and 4.2.2.

“Importing maybe a whole machine which the customer has made in whatever other
3D design tool, and then importing into the Visual Components ... You have the BoM of
all the components, then maybe 3D data of all those components and then you can im-
port it and get it here.” -ElectricalCo1

“So at least if we have this information about also the behaviour of components, so the
component modelling would be much easier, or especially if I see a robot model and I
have described at least axis limits, and maybe speeds and values and so on, so I can
create the robot model completely automatically ... I have only to push a button and
then it should be imported. And so in theory, it should work, not only in [simulation
software] it could be implemented in each CAD system or other applications, everybody
who have access to this data could automate the creation of this information.” -Ro-
botCo2
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4.2 Results of the technological experimentation

The technological experimentation on using data from AAS virtual represen-
tations in Visual Components production simulation software was conducted
in parallel with the interview study. Out of the six experiments, five could be
deemed successful with a varying level of generalizability, and one was not
completed, but requirements for implementing it were recognized. This sub-
section will briefly illustrate the implementation results, discuss feedback
given by interviewees, and describe pitfalls found in the implementation.

Layout/component AAS

Uze eCat models
Import layout/component
Product AAS

Import product

Figure 12: User interface of the proof-of-concept application.
4.2.1 Implemented prototypical use cases

Using AAS files to generate components, i.e. station, control, or field device -
level simulation models, was implemented with a small set of component
classes: machines, straight conveyors and manual workstations. The imple-
mentation reads the class of the represented asset, imports a CAD model
packaged in the AAS representation, creates class-specific behaviours for the
generated component, and reads numeric properties from technical data
AAS submodel. Automatically generated component based on a machine
AAS is illustrated in Figure 13. As was mentioned earlier, generating more
advanced components such as robot arms or mobile robots was not demon-
strated, as domain-specific technical information for these component clas-
ses is not represented in existing AAS submodel templates.
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. ManualStation

Figure 13: Generic machine and process automatically generated from an
AAS with CAD submodel, based on component classification heuristic.

Implementing a more generalizable component auto-generating solution has
a fundamental problem. The component generating solution would have to
rely on a classification of manufacturing resources, such as a semantic dic-
tionary, but the mapping between component class and simulated function-
alities would need to pre-exist. Therefore, the component auto-generating
could be implemented for only a limited set of known component classes.
Feasibility of capability-based component generating solution should be re-
reviewed, when AAS specifications regarding capability definitions are pub-
lished.

As the second prototypical use case, simulation layout generation from
work center -level AAS was implemented with an option; either existing unit
models from simulation component library could be used, or the components
would be generated from scratch using script of the first prototypical use
case. Figure 14 illustrates a simple robot and conveyor layout generated by
reading submodels Nameplate, Asset Location, and parameters with match-
ing names in submodel Technical Data. However, the quality of this use case
is limited due to a lack of standardized AAS submodels that would describe
the interactions between units of a system, and lack of orientation infor-
mation in submodel Asset Location.
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Figure 14: Simple simulation layout generated by matching digital name-
plates with names of existing component models.

As the third prototypical use case, the assembly structure of products was
generated based on BoM and asset location submodels in an AAS represen-
tation. This application could enable fast creation of a large product variety
in simulation applications, as the product structures and CAD data could be
reused from vendor-neutral virtual representations created in other systems.
The source and target representations of a product are illustrated in Figure

15.
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Figure 15: Modular assembly product structure in the simulation environ-
ment generated from a product AAS.

In the fourth prototypical use case, implementations of the previous two use
cases were combined with additional logic to generate assembly processes
and material flows for a complete system simulation model. The script for
this use case was developed to enable importing different configurations of
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the product structure and process quickly for applications with high variety
of manufactured products. Generating material flow in the use case relied on
the custom AAS submodel illustrated in Figure 8. The generated process sim-
ulation model is illustrated in Figure 16, with material flow arrows of two
different product configurations visible.
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Figure 16: Automatically generated material flows between work cells of a
matrix manufacturing system with two different simultaneous flow configu-
rations.

As the fifth prototypical use case, a functionality focused on AAS properties
was developed to demonstrate the reading and writing operations without
making assumptions of the submodels within an AAS representation. In this
prototypical use case, variables in an AAS representation and a selected sim-
ulation component can be connected using name-based heuristics mapping.
After connecting the variables, the values could be refreshed on demand to
either direction.

The use case, illustrated in Figure 17, included moving joints of a simu-
lated robot to positions written in an AAS file. A similar setting could also be
used for integrating a simulation model with a reconfigurable manufacturing
system that has asset data integration implemented, similarly to what inter-
viewee MachineryCo1 described when discussing potential use cases. Addi-
tional development of this functionality could involve creating a user inter-
face for manual connecting of variables or defining property synonyms to
connect variables with non-matching names.
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Figure 17: Bidirectional connection between operational variables of exist-
ing robot simulation model and the respective AAS representation in action.

The final prototypical use case involving AAS REST API was not imple-
mented successfully. During this experiment, it became evident that reactive
AAS implementations do not allow updating their environmental AAS repre-
sentations with file writing operations, but the updates of simulation-to-AAS
variables would have to be implemented using API calls over HTTPS, MQTT
or OPC UA communication protocols. In other words, dynamic data could
not be served over reactive AAS using only file writing operations between
the AAS and simulation environment. Implementation of a sufficient setup
was halted due to this finding and time limitations.

4.2.2 Feedback and notes from interviewees

The prototypical use cases were shown to interviewees who have background
with the production simulation software to get feedback and to provoke more
discussion on the potential use cases. The feedback and issues pointed out by
the interviewees are discussed on this subsection.

The prototypical use case of generating simulation components from AAS
representations was discussed the most. First, interviewee MachineryCo1
pointed out that modelling arbitrary components in the software is already
easy by copying an existing component with similar capabilities and chang-
ing its 3D model.

“If there’s a similar model, I copy it and I just delete the CAD file and use the functional
base model to start the modelling” -MachineryCo1
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Interviewee ElectricalCo1 noted that modelling of kinematic behaviour in
manufacturing assets cannot yet be automatized with AAS, and the fraction
of modelling work with automation potential is therefore small.

“This lacks a little bit with the kinematics topic ... Getting the 3D data is only not even
halfway of what you have to do.” -ElectricalCo1

Interviewee PumpCo commented on the feasibility of this use case by point-
ing out that companies might not want to provide detailed engineering mod-
els over company boundaries, as doing so would disclose the internal mech-
anisms and control logic of products. To avoid this, they would rather provide
FMI simulation models to serve the same purpose without disclosing secrets.

“If a company wants to get offers from a system integrators, I imagine that the com-
pany doesn’t want to show everything of the logics, so if we could hide some of those
features and just send the AASX file to the system integrator, that could be a way to go
... I think we do that with the FMI. So the beauty is that you're hiding all the complexity
inside that, so you cannot move the other way around and extract everything in there.”
-PumpCo

One interviewee had coincidentally witnessed similar experiments before.
The experiments had resulted in the conclusion that generating simulation
models for complex assets from AAS would require too much additional AAS
modelling, and therefore attaching simulation model files to the AAS pack-
ages was chosen as the approach for generating models with scope of a sys-
tem. As this note described the company’s internal research, the quote is pre-
sented without an interviewee code.

“When you have some kind of specific movement of an object, a complex [manufactur-
ing resource], it would be very hard to describe it in the AAS in details so that it can be
used in the simulation ... We just decided that it’s easier to attach the simulation model
directly to the AAS.”

When discussing other prototypical use cases, interviewees gave fewer com-
ments. When discussing the use case of generating an assembly process sim-
ulation model, interviewee ElectricalCo2 pointed out that reusing infor-
mation from AAS representations in simulation is a concept that should be
considered inside the IDTA organization, as simulation is not among the in-
tended purposes of AAS information models.

“Having the possibility to include or to import the information from the AAS. So I think
that is a really good concept, but I think this concept needs to be handled inside the IDTA
... What you’ve shown there needs to be a standardized submodel for the AAS so that we
can use it in the right way, and that the information that you need for the software will
be always the same in a standardized way” -ElectricalCo2
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Interviewee PumpCo noticed that the generated simulation model uses con-
stant processing times and noted that they require stochastic inputs in their
simulation use cases. AAS specifications do not currently support probability
distributions, even though ranges between minimum and maximum values
and time series data is demonstrated in submodels.

“You had the processing time constant ... Can you also do that stochastic? Can you add
some kind of distribution? ... If you have a strictly deterministic simulation, that will
not represent the reality good enough” -PumpCo

Interviewee MachineryCo1 commented on the use case of generating assem-
bly product structures by describing the corresponding modelling task in a
competing simulation environment. The competing simulation environment
does not require predefined product structures, consequently not requiring
automatic model generation of product structures either. However, they
noted that predetermined product structures are useful in simulation of ro-
botic pick-and-place systems, i.e. applications where position of subassem-
blies is critical.

“I find it much easier when you can just do it on runtime. So just say ‘attach the follow-
ing to objects’ ... In [competing simulation environment] there are two general objects,
the products and containers. The difference is that in the container you can put some-
thing in, so that’s the main difference ... Here it’s very useful to have this. You have to
design it [product structure] once and then for example, when you have to use a robot
for pick and place solution, you just have to say to the robot ‘Here, and now use the
following pattern’ “-MachineryCo1

In summary, the interviewees pointed out various practical issues in the pro-
totypical use cases, mostly in the use case of generating simulation compo-
nents. The use case has a low automatization potential due to the lack of kin-
ematic modelling in AAS, benefits of automatizing it are small, and compa-
nies might not want to hand detailed information of asset functionalities for
their customers or partners.

4.2.3 Ambiguities in AAS representations

During the creation of the input AAS dataset, it was learned that the current
state of AAS submodel specifications regarding 3D coordinate systems limits
the potential use cases of reusing AAS data in simulation models. The sub-
model used for coordinate representation, “Data Model for Asset Location”,
(IDTA-02045-1-0, 2024) is designed for intralogistics purposes rather than
system 3D visualization use cases, thus specifying the static location of an
asset two-dimensionally with X and Y coordinates, ignoring orientation and
Z-coordinate of the asset location. The submodel however also presents the
Z-coordinate, heading and speed of the asset as history records of the loca-
tion, but the representation of static location remains ambiguous. This

71



means that the submodel is not directly applicable for use cases which re-
quire accurate position information, for example reusing AAS representa-
tions of complex products from PLM systems in robotic assembly or welding
simulations.

It was also noticed that representing numeric properties in AAS format
has practical weaknesses from the perspective of machine-readability, as
units can be presented in multiple ways. Properties representing real
measures do not have units as mandatory inputs. If the property has a se-
mantic identifier assigned, the value is automatically supplemented with a
unit. In addition to that, publicly available AAS samples demonstrate various
syntaxes for writing the value and unit as a string.

AAS submodels have not yet specified a way to represent probability dis-
tributions, which hinders the implementation of simulative DT applications
with random inputs. Range, i.e. minimum and maximum of variable values,
is represented in submodel template “Provision of Simulation Models”, but
it does not tell anything about the density function of values. A unified way
of representing histogram data would be useful for AAS, not only for simula-
tion applications, but also for measured values during the operational phase
of manufacturing assets.

4.3 Potential use cases

Section 4.1 presented use cases discussed during the interviews, and section
4.2 presented implemented prototypical use cases inspired by earlier related
works. In this subsection, further use cases are conceptualized, based on both
further synthesis of the interview data and the learnings from technological
experimentation. After that, a summary of all use cases contributed by this
study will be presented in Table 9, and the results for the research questions
are reflected upon.

Discussions with the interviewees on their AAS applications highlighted
benefits in application contexts where information is exchanged over com-
pany boundaries, and challenges in the internal process of creating AAS rep-
resentations. Therefore, economically viable applications for AAS should in-
volve exchange of information over company boundaries to realize the bene-
fits of AAS thus overpowering the effort of creating the models. Due to this,
building AAS-based DT:s from scratch during the operational phase of asset
instances would not make sense in industrial context, as there would be no
other party to receive the created information. Therefore, potential applica-
tions for AAS and production simulation together would be consuming ap-
plications downstream in the asset value chain, or information-creating ap-
plications upstream in the value chain.
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4.3.1 Conceptual applications for reactive AAS and simulation

As was learned during the interview study, the distinct roles of AAS are prod-
uct-level information modelling and connected world -level communication.
Some of the use cases described earlier belong to the area of product-level
information modelling. However, direct use cases for connected world -level
communication based on REST API were not found despite discussing the
theme with interviewees. To conceptualize the potential applications of sim-
ulation applications communicating via standardized REST API, definitions
for the applications will be proposed next.

First, the theoretical application areas are categorized. An intuitive dimen-
sion for categorizing the use cases for file-based information exchange was
the direction of interactions between simulation and the AAS representation,
i.e. reading or writing AAS virtual representation. With a reactive AAS, this
dimension would now describe whether the simulation application is on the
client or the server side of a web service, i.e. does it consume the exchanged
data or serve it.

Second, descriptions of suitable contexts for the applications are derived
based on the interview data. According to interviewee MachineryCo1, REST
API is suitable for communication that is not time-critical, and its main ben-
efit is easy data integration to other web applications. Therefore, the data ex-
changed via REST API should not be required during simulation runs, but
before or after them.

To implement a reactive AAS interaction pattern with a production simu-
lation software as one communication participant, a solution with low imple-
mentation cost would involve using an existing open-source reactive AAS im-
plementation, such as FA3ST or NOVAAS. Based on the learnings gathered
during the technological experimentation, communicating with a separate
reactive AAS from the simulation software requires a connection, as file writ-
ing operations are not sufficient for updating simulation-to-AAS variables in
a server-side simulation application. The data flows between simulation and
AAS representation could be satisfied in both client- and server-side simula-
tion applications by fulfilling two requirements: capability to make HTTPS
requests from inside the simulation environment, and capability to read val-
ues from partial AAS representations serialized in JSON format. A such setup
for a simulative DT is illustrated and elaborated in Figure 18.

73



Production simulation environment

(1) (2 (3)
HTTPS GET HTTPS HTTPS PUT
request response in request

JSON format

Reactive AAS

(0)
MQTT/OPC UA
connection

Production
systemasset

(0) Asset connection using established communication protocols

(1) Simulation environment requests up-to-date values from reactive AAS
(2) Reactive AAS responds with values in JSON object

(3) Simulation environment updates simulated outputs to reactive AAS

Figure 18: Concept of a reactive AAS -based simulative DT.

Even though AAS has a strength in improving inter-firm data exchange, lit-
erature has not yet illustrated AAS applications in domain of supply chain
management and SoS-level production coordination. A conceptual applica-
tion for production simulation and interoperable data exchange in domain of
SoS-level production coordination could involve exchanging estimated order
delivery dates between companies via the AAS REST API, similarly to what
interviewee RobotCo1 described when discussing future expectations for
AAS. Two distinct use cases could be defined for this application area, one
with simulation on server side and one with simulation on client side.

In the server-side conceptual use case, a vendor would serve simulated
delivery dates via the AAS REST API upon requests. The delivery time simu-
lation model would be connected to enterprise information systems to have
real-time work order start dates available. The customers would only access
the simulated delivery dates, but not access other information that would
preferably be kept internal, as the simulation application would synthesize
information on current production plan, process lead times, demand mix and
resource availability into one date visible for the customer.
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In the client-side conceptual use case, a simulation model depicting the
real-time state of a factory could use estimated delivery dates from AAS API
as inputs for material arrival times, i.e. simulation on client side. The simu-
lation model would be agnostic on whether the vendor-provided delivery
dates are based on human estimates, calculation logic of an enterprise infor-
mation system, or a simulation model. Hypothetically, the supply chain co-
ordination use cases would have the most probable economic viability in con-
texts with high level of product customizability, high number of suppliers, or
high standard deviation of order lead times.

The AAS REST API specification also defines mechanisms for exchanging
entire AASX package files. A conceptual client-side application utilizing this
feature could enhance the potential early-phase engineering use cases dis-
cussed in the interviews. In one conceptual use case, an engineer could con-
nect the simulation software with an AASX file server, download AASX files
with CAD models to the simulation environment, design a unit or a system,
create an AAS representation integrating the base AAS representations to-
gether based on the simulation components, and write arbitrary properties
created in the simulation environment to the AAS representation. Benefits of
a such application would include reusability of information in simulation
model artefacts built during early-phase engineering, as interviewee Electri-
calCo1 described in context of PLC engineering.

4.3.2 Summary of the use cases

Finally, all use cases that were derived from the research material are dis-
cussed. In order to discuss the resulting use cases conveniently, each use case
will be referred with an abbreviated code: each use case is either an interview-
based use case (IUC), prototypical use case (PUC), or a conceptual use case
(CUC). The summary of the use cases is presented in Table 9 with the use
case abbreviation as the first column.

This study resulted in definition of 13 potential use cases. However, the
prototypical use cases of generating simulation components and connecting
matching variables overlap with two use cases described by interviewees, re-
ducing the number of unique use cases to 11. If the prototypical use cases are
excluded, no use cases overlap, and seven unique use cases remain.
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Table 9: Summary of the potential use cases.

Use case ab- | Category Use case description Feasibility of use case
breviation
1UC1 Use cases dis- | Generating product and pro- | Official and proprietary AAS submodels
cussed in in- | cess simulation models from | stored in specific PLM systems must be
terviews AAS representations in PLM | further studied.
system
IUC2 Use cases dis- | Generating AAS representa- | Low complexity, technologically feasible.
cussed in in- | tion from simulation model
terviews for collaborative engineering
I1UC3 Use cases dis- | Writing production system | Low complexity, technologically feasible.
cussed in in- | parameters from simulation | Overlaps with PUCs.
terviews to AAS for commissioning
1UC4 Use cases dis- | Partially generating simula- | No specified representation of asset kine-
cussed in in- | tion components from AAS | matic behaviour in official AAS submodels.
terviews representations created in | Overlaps with PUC1.
external engineering systems
PUC1 Prototypical Generating simulation com- | No specified representation of asset kine-
use cases ponents from AAS represen- | matic behaviour in official AAS submodels.
tations Resource classification -based heuristic
used. Overlaps with IUC4.
PUC2 Prototypical Generating simulation layout | Ambiguity in AAS coordinate representa-
use cases from AAS tion, no standardized way to represent in-
teractions between units in AAS alone.
PUC3 Prototypical Generating assembly prod- | Ambiguity in AAS coordinate representa-
use cases uct model from AAS tion.
PUC4 Prototypical Generating assembly process | Feasibility with the official BoP submodel
use cases simulation model from AAS | must be tested after its publishing.
PUC5 Prototypical Connecting matching varia- | Technologically feasible. Overlaps with
use cases bles between AAS file and | IUC3.
simulation
PUC6 Prototypical Exchanging values of simula- | Not successful, requires capability to make
use cases tion variables over REST API | HTTPS requests.
CUC1 Conceptual Serving simulated lead times | Requires capability to make HTTPS re-
use cases | over REST API quests.
based on
learnings
CUC2 Conceptual Using product delivery dates | Requires capability to make HTTPS re-
use cases | from REST API as simulation | quests
based on | inputs
learnings
CUC3 Conceptual Integrating component rep- | Requires capability to make HTTPS re-
use case based | resentations to enriched sys- | quests to an AASX file server, or access to
on learnings tem AAS an AASX file catalogue.

Use cases involving automatic model generation of simulation components
are hindered by the lack of specifications around kinematic and interactional
behaviour in AAS. However, the feasibility of using AML detail models em-
bedded in AAS representations should be studied further in these use cases.

As the behaviour of assets is not described in AAS representations in suf-
ficient level of detail, the use cases with system-level model generation are
also hindered. However, generating a system layout without interactions of
stations or a system simulation model with a product-centric view of pro-
cesses are both feasible options, as was shown in PUC4.
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4.3.3 Results for the research questions

The research question RQ1 aimed in recognizing problematic contexts where
interplay of AAS and production simulation would create value by finding
and defining potential use cases.

The sub-question RQ1.a: “What existing simulation use cases could be im-
proved by increasing simulation environment interoperability?” aimed in de-
fining these potential use cases to existing application contexts of production
simulation in same companies that seek benefits from AAS. The results for
this sub-question comprise the interviewee quotes on topic of PLM systems
and use case IUC1; validation of product design was described to be con-
ducted by simulating a manufacturing process for the product, and steps in
configuring the product and process entities in the simulation model were
described to have automation potential. Use case IUC4 could also be consid-
ered as a result for this sub-question, but it was found to have poor techno-
logical potential in current state of the AAS specifications.

The sub-question RQ1.b: “What existing AAS use cases could be improved
by incorporating factory simulation in the application?” aimed to define the
potential use cases to existing application contexts of AAS by adding produc-
tion simulation technology in the application. Results for this sub-question
include the interviewee quotes on creating information from simulation to
AAS during early-phase engineering of a production system, the potential use
cases IUC2 and IUC3, and the conceptual use case CUC3 as an enhancing
concept for IUC2 and TUCS3.

The sub-question RQ1.c: “What potential new use cases exist for AAS-in-
teroperable factory simulation?” could not be answered fully due to the for-
mulation of the question. The question was formulated to comprise the set of
potential use cases not covered by RQ1.a and RQ1.b in a collectively exhaus-
tive manner. The interview discussion theme of future expectations for AAS
was expected to act as input for this research question, yielding use case
CUC2 as aresult, and CUC1 as a further concept in the same application area.

Finally, the result for the top-level research question RQ1: “What prob-
lems in manufacturing does AAS address, and which of these problems could
discrete-event factory simulation help in solving?” could be summarized as
follows: AAS addresses problems in data exchange between companies, and
in centralization of information from different sources to digitalized repre-
sentations of technological industrial products. AAS helps to realize the con-
cept of DT by offering a syntactically and semantically interoperable repre-
sentation format for information, which enables machine-readability of in-
formation that has been fused together from different sources across a value
network. The potential role of production simulation in these applications is
to act as one of the data sources and to enrich the information in AAS repre-
sentations, either by creating representations of systems in the beginning, by
computing feedback of design during development phase of an asset, or by
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computing values of non-time-critical parameters during the operational
phase of the asset.

The research question RQ2, albeit answered partly in the literature sec-
tion, addressed the research problem from a more practical and technical
perspective. The results for sub-question RQ2.a: “What data stored in AAS
virtual representations could be used as inputs for factory simulation mod-
els?” were demonstrated in the prototypical use cases, leveraging standard
representation models for asset type information, installation coordinates,
hierarchical structure, 3D CAD models, and technical data containing the
technical properties specific for each product.

Result for the top-level research question RQ2: “How are AAS virtual rep-
resentations of manufacturing resources structured?” could be summarized
as follows: An AAS representation consists of a top-level description of the
AAS and its respective asset, and purpose-specific submodels that could be
added or removed during the life cycle of asset in a modular manner. In ad-
dition to that, concept description elements could be defined to create se-
mantic definitions inside the AAS model, and supplemental files such as CAD
models, pictures, documents or scripts can be attached in the package. De-
scription of the asset’s functionalities would be modelled using capability def-
initions or attached simulation models, and communication interfaces of the
physical asset are modelled using a standard submodel.
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5 Discussion

This section will reflect on the results of this research. First, practical impli-
cations regarding the significance of AAS for the production simulation soft-
ware are discussed in section 5.1. Next, the connection between this study
and existing research on AAS is discussed in section 5.2. Finally, conclusions,
limitations of this research, and directions for future research are presented
in section 5.3.

5.1 Practical implications for production simulation appli-
cations

In summary, AAS was found not to serve the purpose of simulation model
generation that the original formulation of the research topic assumed. This
study was perhaps conducted too early, as many standard submodels rele-
vant for production simulation environments were not yet published, and
there had not yet been customer inquiries on AAS-interoperable production
simulation applications.

The results of the interview study were rather disappointing given the rich
variety of AAS applications illustrated in literature. The industrial applica-
tions of AAS described by the interviewees were mostly focused on domains
of product data management and PLM, in contrast to system-level DT imple-
mentations illustrated in AAS literature. Despite the benefits introduced by
AAS for industrial companies, the application areas of AAS and production
simulation overlap only narrowly. The use cases ideated in the interactive in-
terviews were limited to three application areas: data exchange with PLM
systems, using factory simulation software as an early-phase engineering tool
to create AAS representations for collaborative purposes, or partially gener-
ating simulation components from AAS:s.

For generating unit- or system-level simulation models, official AAS sub-
models alone carry too little relevant information to employ model genera-
tion approaches that rely on other than resource classification heuristics or
existing unit simulation models. However, it is recommended to monitor the
future model specifications created in the DIAMOND project, as these spec-
ifications could potentially enable model interoperability with additional
classes of manufacturing resources. Considering also that AML detail models
can be included in AAS representations, application logic of further auto-
matic model generation applications should consider the modelling conven-
tions in AML when generating unit- or system-level simulation models.

A surprising result from the interviews was that more potential use cases
were named by interviewees for writing information from factory simulation
models to AAS representations, and not vice versa. One possible explanation
is that very few of the AAS submodels released so far would contain data that
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would act as inputs for system-level simulation models. Another possible ex-
planation is that engineering tool providers may not yet have had time to
adopt the AAS format and build workflows for streamlined creation of AAS
virtual representations, which is why many interviewees reported challenges
with the digital tools used for creating AAS:s. A third possible explanation is
the temporal context of production simulation, as applications for the simu-
lation software are focused on the early phase of a factory life cycle, implying
that the production simulation software is in the providing end of infor-
mation rather than in the consuming end.

In the future, production simulation environments should offer frame-
works for creating custom communication interfaces, as they could allow
wider integration with external information systems and fusing data from
different sources to simulation models with greater predictive capabilities. In
this case, the ability to make HTTPS requests from inside production simu-
lation environment would not only enable leveraging AAS REST API in both
client- and server-side simulation applications, but also other interfacing ca-
pabilities based on REST API, namely connection to ERP systems.

A challenge which a simulation software vendor might face in modelling
of manufacturing resources in the future is that non-confidential information
on functionalities of manufacturing resources might be veiled in too much
abstraction that accurate simulation models could be created from that in-
formation alone. Interviewees reported preferences of attaching existing sim-
ulation models, either proprietary or FMI, to AAS representations of their
products to serve the exact purpose of simulating the asset while simultane-
ously avoiding disclosing the inner mechanisms of the products for the pub-
lic. Another related phenomenon in AAS is the future concept of capabilities,
which would be an abstraction of mechanisms and logic with an apparent
purpose of serving in smart factory or control applications without disclosure
of confidential engineering information. These phenomena could signal a
shift towards utilizing data-driven black-box models in design and engineer-
ing of industrial systems, if outcomes of engineering with sufficient quality
could be achieved using these abstracted models for subsystems.

5.2 Contributions to literature

This study contributed to AAS research in six ways. First, AAS modelling ap-
proaches of system-level manufacturing assets was reviewed in the literature
section. Second, an up-to-date comprehensive review of implemented AAS
application areas in literature was conducted. Third, AAS was studied in con-
text of production simulation, which was a research gap. Fourth, the inter-
view data collected from five industrial companies sheds light on benefits,
challenges and opportunities introduced by AAS in industrial contexts. Fifth,
a novel concept of a simulation application interacting via a REST API was
proposed in section 4.3.1. Finally, the concept of interaction between AAS
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representations and a production simulation software was formalized in sec-
tion 4.3.3.

Next, criticism towards the existing research on AAS topics will be pre-
sented. First, there is a disconnect between the recent trend in AAS-related
research and the industrial use of the technology, namely in applications with
full and holistic representations of manufacturing systems. The division of
roles between AAS, AML and OPC UA should be considered also in research
and not only industrial implementations, so that AAS development efforts
could focus on innovations that do not overlap the existing and established
capabilities of AML and OPC UA. Second, publications on AAS tend to de-
scribe the implemented virtual representations in an ambiguous manner. In
future, case study publications on AAS topics should illustrate the used vir-
tual representation information models even on the level of listing the used
submodels, and in case of custom submodels provide a detailed illustration
to improve research replicability. Currently, numerous publications on the
research theme illustrate an AAS application, but do not present the data
modelled in the AAS.

5.3 Conclusions

AAS is a technology for syntactic and semantic interoperability over the life
cycle of manufacturing resources, designed by and for industrial companies
participating in the development. Based on the interview study, the overlap-
ping application areas of production simulation and AAS are during the de-
sign phase of products or manufacturing systems. The interaction between
AAS and production simulation could be defined as follows: Asset type rep-
resentation is enriched with feedback created by behavioural simulation of
asset instances.

AAS has a strong positioning and investment from industrial companies.
A competitive strength of AAS is its design philosophy: The landscape of ex-
isting industry standards is considered in design of specifications with aim of
interoperability with other standards rather than aim of replacing them.
However, for consuming applications this also means that AAS alone is in-
sufficient for functional modelling of assets, and the consuming applications
must understand the logic of complementary standards such as AML.

5.3.1 Limitations

The validity of the findings in this study is limited by issues in sampling the
interviews and assumptions made in the technological experimentation.
These limitations are analysed next.

The interview sampling introduces potential sources of bias limiting the
validity of the interview data. First, all interviewees from manufacturing sec-
tor represented large enterprises. Second, all manufacturing companies
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represented in the interview study are located in Central Europe. Third, all
manufacturing companies in the sample are either components manufactur-
ers or system integrators, meaning that companies operating the assets and
using AAS virtual representations during the operational phase of life cycle
were not present in the sample. Interviewing representatives of companies
from automotive industry would have given an additional perspective, as the
automotive industry was found out to be a driving force for certain vendors
adopting AAS. Some interviewees described the AAS-related aspirations of
customers in automotive industry, but first-hand evidence from the automo-
tive industry could perhaps have provided input for more potential use cases.

Two interviews were scheduled too short, as the amount of input could not
be predicted beforehand. This happened in the interviews with ElectricalCo2
and MachineryCo2, as these interviewees described surprisingly many indus-
trial applications for AAS, and the interview could not be continued over the
scheduled time due to calendar limitations. In both cases, this was noticed
during the interview and discussion on generic themes was shortened by
skipping less important questions.

The technological experimentation resulted in a proof-of-concept applica-
tion which can read and write data in AAS format. The working principle of
the application was described in section 3.2, and the results and learnings in
section 4.2. The prototypical use cases within the application were simplified
by assumptions that limit the validity of adopting the implementations as in-
dustry-ready and generalizable solutions. First, the implementation does not
support reading contents of an AAS repository, but only processing single
AASX files that contain one or many AAS:s. Second, all mapping operations
in the prototypical use cases utilized name-based heuristic rules in English
instead of semantic dictionary references. Third, the method chosen for the
prototypical use case of generating simulation components is applicable only
for implemented classes of manufacturing resources. Fourth, the prototypi-
cal use case of generating a process model was based on a custom AAS sub-
model for representing product BoP, as the official submodel for the purpose
was not published by the time of conducting this study. The technological
feasibility and generalizability of this use case is therefore contingent on the
future submodel and its scope of representing processes.

5.3.2 Directions for future research

In context of production simulation software, future research could study the
interrelation of PLM and production simulation, perhaps by reviewing appli-
cation areas of interfacing production simulation with PLM systems. Another
potential future research topic could be a proof-of-concept implementation
of executing FMI simulation models within the production simulation envi-
ronment. A such implementation could foster interoperability with
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additional standardized representation formats by allowing reusability of
component FMI simulation models provided by vendors.

Future research in theme of AAS could conceptualize and illustrate SoS-
level applications for the technology. In domain of supply chain planning, a
future study could implement the AAS REST API setting for exchanging or-
der delivery time information discussed in section 4.3.1.

In context of smart manufacturing and field of automation engineering,
future research could conceptualize a control setting for matrix manufactur-
ing systems using product AAS representations as input for autonomous con-
trol decisions. However, practical implementations in this research topic
could wait that conventions for capability descriptions or proactive AAS func-
tionalities are established in AAS specifications so that more standard build-
ing blocks would exist for the purpose.

Future research could also demonstrate implementations of utilizing
Large Language Model technologies for achieving semantic interoperability,
for example by classifying assets and automatically building semantically
identified asset virtual representations.
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Appendix A: Literature included in Figure 6

Modelled assets in publications that were reviewed in Abdel-Aty et al. (2022).
Full references of the publications are available in Abdel-Aty et al. (2022).

Work Connected

Product Field device Control device Station center Enterprise world
Tantik and Anderl, 2017 X
Lang et al., 2019 X
Cavalieri and Salafia, 2020a X
Lider et al., 2020 X
Inigo et al., 2020 X X
Cavalieri and Salafia, 2020b X X
Pribis et al., 2021 X
Schnicke et al., 2021 X
Lvetal, 2021 X
Ye et al., 2021b
Ye etal., 2021a X X
Platenius-Mohr et al., 2019 X
Ye and Hong, 2019 X X
Cavalieri and Salafia, 2020c X
Marcon et al., 2019 X
Assadi et al., 2020) X
Terzimehi¢ et al., 2019 X
Deuter and Imort, 2021 X
Lopez et al., 2021 X X
Vogel-Heuser et al., 2021 X X
Arm et al., 2021 X X
Birtel et al., 2020 X
Lu et al.,, 2021 X
Pethig et al., 2017 X
Barig et al., 2019
Lang et al., 2018 X
Motsch et al., 2021 X
Hosseini et al., 2021 X X X
Ye et al., 2020 X X
TOTAL 5 15 5 12 0 0 0

Modelled assets in literature that was reviewed in this study. Detailed de-
scriptions of the applications are presented in section 2.3.5 and Table 5.

Work Connected
Product Field device Control device Station center Enterprise world
Bavelos et al. 2022 X X X
Cavalieri & Gambadori 2024 X X X
Dickoph et al. 2023 X
Fimmers et al. 2023 X
Himmelstosh et al. 2023 X
Kim et al. 2022 X X X X
Moreno et al. 2023 X
Nguyen et al. 2024 X X
Plociennik et al. 2023 X
Park et al. 2021b X X X
Luxenburger et al. 2023 X X X X X
Quadrini et al. 2023 X X X
Siatras et al. 2023
Volz et al. 2023 X
Rauh et al. 2022
Stock et al. 2021 X
Jacoby et al. 2022 X X
TOTAL 8 8 3 9 4 0 0

95



Appendix B: Example interview questions per theme

A. Applications of AAS within the company
e Could you describe the use cases your company has for AAS?
e Do you have plans for future AAS use cases?
e Are you planning to use AAS in a DT application, and what other
technologies would the implementation use?
i. Which communication standards or protocols are you plan-
ning to use?
ii. Which entities would the DT model?
B. Discussing expectations regarding interoperable factory simula-
tion
e Does your company use factory simulation and AAS together in some
task?
e If the simulation software could read and write component descrip-
tions in an interoperable format,
i. how would you use it in layout design phase?
ii. how would you use it in production system feasibility study
phase?
iii. how would you use it in virtual commissioning phase?
iv. how would you use it during the factory operations phase?
¢ (In the end of the interview) Did you imagine any use cases of AAS
and Visual Components together during our discussions?
C. Discussing experienced interoperability issues
e What costs are introduced by the interoperability issue?
e What benefits does interoperability bring in your application?
e What data can be exchanged with your information systems in AAS
format?
i. Have you seen industrial applications of exchanging data
with ERP, MES or PLM in AAS format?
ii. What data was exchanged with the ERP/MES/PLM in AAS
format?
e Do you know about use cases where production simulation is con-
nected to enterprise information systems?
i. What simulation use cases would have required an interface
with PLM?
ii. What data in the PLM system would have been required for a
simulation model?
iii. Could you think of a hypothetical use case where simulation
is connected with a PLM system?
e Have you heard of use cases where production simulation uses REST
API?
i. Do you have some use case where a simulation model is con-
nected to a REST API?
ii. Would your simulation models benefit from having up-to-
date data from another company’s premises?
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iii. Could you think of a hypothetical use case where simulation
inputs are fetched from an API?

iv. Could you think of a hypothetical use case where simulation
outputs are shared over the internet?

D. Discussing expectations and views on 14.0 technologies

Do you think some Industry 4.0 technology has not lived up to ex-
pectations?

What future expectations do you have for AAS?

What unsolved problems could be solved by AAS in the future?

E. Discussing strengths and weaknesses of AAS

What AAS enables that existing technologies haven’t yet enabled?
Some AAS applications model factory-floor functionalities of assets.
Is AAS is the right technology for this?

Where is information of your material flow stored? AAS model, AML
model, MES system, some other?

What challenges have you experienced in using AAS for your use
case?

Does AAS have some technological or architectural weakness that
hinders your use cases?

Would you like to criticize AAS of something?
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Appendix C: Outline of interview analysis table

Quote theme \ Interviewee

AutomationCo
ElectricalCo1
ElectricalCo2
MachineryCo1
MachineryCo2
PumpCo
RobotCo1
RobotCo2
SimulationCo1
SimulationCo2

Existing use case of AAS
Benefits of AAS

Challenge in using AAS
Technical weakness of AAS
Criticism towards AAS

Distinct role of AAS in in-
formation modelling

Distinct role of AAS in
communication

Future expectation for AAS

Use of AAS in automotive
industry

Co-use of REST API and
simulation

PLM

Potential use cases in ex-
changing engineering data

Comments on a prototypi-
cal use case
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