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DISCLAIMER OF WARRANTIES 
This document has been prepared by Zero-SWARM project partners as an account of work carried out 
within the framework of the contract no 101057083.  

Neither Project Coordinator, nor any signatory party of Zero-SWARM Project Consortium Agreement, 
nor any person acting on behalf of any of them: 

• makes any warranty or representation whatsoever, express, or implied, 

o with respect to the use of any information, apparatus, method, process, or similar item 
disclosed in this document, including merchantability and fitness for a particular pur-
pose, or 

o that such use does not infringe on or interfere with privately owned rights, including 
any party's intellectual property, or 

• that this document is suitable to any user’s circumstance; or 

• assumes responsibility for any damages or other liability whatsoever (including any conse-
quential damages, even if Project Coordinator or any representative of a signatory party of the 
Zero-SWARM Project Consortium Agreement, has been advised of the possibility of such dam-
ages) resulting from your selection or use of this document or any information, apparatus, 
method, process, or similar item disclosed in this document. 

Zero-SWARM has received funding from the European Union’s Horizon Europe research and innova-
tion programme under grant agreement No 101057083. The content of this deliverable does not re-
flect the official opinion of the European Union. Responsibility for the information and views expressed 
in the deliverable lies entirely with the author(s). 
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Executive Summary 

Deliverable D5.5 “Anomaly detection and countermeasure selection tools.R1”, is the first technical de-
liverable produced by T5.5. The Zero-SWARM project aims to deliver multiple innovations to be used 
by the European manufacturing sector in the context of the so-called Industry 4.0 (I4.0). I4.0 can be 
defined as “the current trend of automation and data exchange in manufacturing technologies, includ-
ing cyber-physical systems, Industrial Internet of Things, cloud computing and cognitive computing to 
create the “smart factory”. Industries are evolving by connecting their infrastructures to IT technolo-
gies with the aim of boosting their potential and creating new value. We witness an accelerated inter-
connection of elements that have not been designed with robust security aspects, and potentially their 
exposure to the internet. This leads the exposition of the industrial domain to several threats and risks. 
D5.5 focuses on the cybersecurity aspects of Cyber Physical Systems of Systems and Industrial Internet 
of Things, introducing anomaly detection and mitigation mechanisms as a means of securing such in-
dustrial systems and addressing some of the emerging risks of I4.0. 

The document initially connects these cybersecurity mechanisms with the rest of the Zero-SWARM 
project: the general architecture as presented in D2.2, the Zero-Swarm cybersecurity reference archi-
tecture presented in D2.3 and the penetration testing mechanisms presented in D5.4. Then section 2 
presents a brief description of State of the Art and common practise approaches for anomaly detec-
tion, classification, and response in 5G and IIOT networks along with a short reference to the related 
standards. Section 3 presents the mechanisms developed in the project, namely: first a module that 
handles Security Information and Event Management (SIEM) along with a Security Orchestration, Au-
tomation and Response (SOAR). Then a module that utilizes multiple state of the Art AI algorithms to 
enable detecting, classifying and counter-measuring anomalies based on network traffic. Finally, sec-
tion 4 focuses on the presentation of details concerning our plans for integration and validation efforts. 
The modules introduced in section 3 will be integrated in the IEC 61499 platform created in T5.1 and 
detailed in D5.1 “Distributed automation and information management”. A high-level architecture for 
the purposes of this integration is presented. Additionally, a setup used for lab testing of the 
SIEM/SOAR modules along with the tool that will used for network traffic monitoring and capture is 
presented.  

Final development and validation results of the presented modules, along with the specific scenarios 
that will be used to validate these modules in the project trials, will be reported in the next version of 
this deliverable, namely D5.10 “Anomaly detection and countermeasure selection tools.R2”. 
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WP Work Package 

1 Introduction  

Industry and Operational Technology (OT) environments have traditionally remained segregated from 
the Information Technology (IT) sphere. Nevertheless, industrial systems are now in a state of evolu-
tion, as they increasingly integrate their infrastructures with IT technologies to boost efficiency and 
productivity. This rapid convergence, where multiple underlying technologies are been used in novel 
and innovative contexts, is resulting in the interconnection of components lacking robust security 
measures. This consequently leads to exposing production and manufacturing infrastructures and pro-
cesses to the IT and Internet realms. This, in turn, exposes the industrial domain to a multitude of 
threats and risks. 

Anomaly detection and mitigation mechanisms against cyber-attacks in industrial systems, that utilize 
multiple technologies and approaches simultaneously such as 5G/B5G, CPSoS and IIOT, are critical 
components for safeguarding the integrity and security of these infrastructures and processes. With 
the increasing connectivity of industrial systems and the rise of sophisticated cyber threats, the need 
for robust defences is paramount. Modern anomaly detection methods utilize advanced algorithms to 
continuously monitor network traffic, system behaviour, and data patterns, pinpointing any unusual 
activities that might indicate a cyber-intrusion. Once an anomaly is identified, immediate mitigation 
measures can be applied, such as isolating compromised systems, updating security protocols, or even 
shutting down critical components if necessary to prevent potential damage or data breaches. In an 
era where industrial systems are prime targets for cyber-attacks, anomaly detection and mitigation 
mechanisms serve as an essential frontline defence, ensuring the resilience and reliability of these 
essential systems. 

1.1 Purpose of the document 
D5.5 - “Anomaly detection and countermeasure selection tools.R1” is the first deliverable of T5.5. This 
task, which started on M7, aims to create mechanisms that facilitate the detection and mitigation of 
threats and security related events against the CPSoS. In the current document we present the state 
of the Art (SotA) along with common practices about anomaly detection and mitigation/countermeas-
ure action selection in the context of industrial environments along with relevant information about 
different attacks. Then, the mechanisms developed for the project are presented in detail. Finally, we 
present our plans for integration with the IEC 61499 platform created in T5.1 and which will be utilized 
to validate the developed mechanisms. 

The next and last version of this document will contain the final descriptions of the proposed mecha-
nisms along with results for their evaluation and validation. It will be named D5.10 “Anomaly detection 
& countermeasure selection tools.R2” and is due in M24. 

1.2 Structure of the document 
The following subsection contains the structure of the document: 

• Chapter 1 is an introduction to the whole document, describing its scope and purpose, pro-
vides the connection of deliverable D5.5 to other deliverables of the project; its structure, the 
delivery plan during the project’s lifetime, as well as outlining the task’s objectives. 

• Chapter 2 provides the State of the Art and Common Practices of Anomaly detection and coun-
termeasure methods focused on IIoT and CPSoS 

• Chapter 3 presents the modules developed on Zero-SWARM for efficient Anomaly / Intrusion 
Detection and the robust countering.  
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• Chapter 4 outlines the plans for integration of the T5.5 modules in an IEC 61499 platform sim-
ulation to evaluate and verify the functionalities of the modules developed in T5.5 in a realistic 
manner before deploying and testing them in the Zero-SWARM trials. 

• Chapter 5 will conclude the work of this deliverable, provide some insight regarding the next 
steps of this task, and will comment on the task’s activities. 

1.3 Connection with the relative tasks and deliverables 
Deliverable D5.5 “Anomaly detection and countermeasure selection tools.R1” is the first technical cy-
bersecurity document of a series of four deliverables, in the scope of task T5.5. Due to the nature of 
this task, the cybersecurity activities are horizontally placed within the project, covering the cyberse-
curity aspects of nearly the entire project. For this reason, D5.5 is directly connected with a series of 
other deliverables of the project. More specifically, there is a connection among D5.5 and D2.2 [1], 
D2.3 [2], D5.1 [3], D5.4. [4], D6.1 [5] and D6.2 [6]. The following section briefly presents the intercon-
nection between these deliverables. 

D2.2 contains the project architecture while D2.3 contains the projects’ Cyber-security implementation 
templates, the methodological approach chosen and a reference cybersecurity architecture. The 
mechanisms presented in this deliverable consider the architectural choices and follow the methodol-
ogy proposed in the WP2 deliverables. A mapping of the  modules developed in T5.5 and presented in 
this deliverable to the CPSoS deployment view / integration with responding IEC 62443 reference levels 
defined in D2.2 and the relevant Cybersecurity layers defined in D2.3 is presented in Figure 1. 

 

Figure 1 CPSoS deployment view / integration with responding IEC 62443 reference levels Cybersecurity layers transver-
sal to CPSoS deployment view 

D5.1 contains information for the distributed automation and information management approach that 
will be utilized in the project and the mechanisms of D5.5 will need to follow to easily integrate with 
the trials.  
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D5.4 presents two modules developed in the project, one named Penetration Testing module that 
produces inputs utilized by the anomaly detection and countermeasure selection modules presented 
in section 3.2 and one named Hypothesis testing module that receives input from the same D5.5 mod-
ules. The process is depicted in Figure 2. 

Finally, the interfaces that will be used by the modules presented in D5.5 were defined and described 
in D6.1, while functional tests and related KPI for the modules were presented in D6.2. 

 

Figure 2: Unified high-level T5.4 - T5.5 interconnections 

2 State of The Art & Common Practices  

This purpose of this section is to briefly present the background knowledge utilized towards the design, 
planning and development of the modules presented in section 3. It contains the SoTA and common 
practices about network Anomaly Detection and Mitigation in 5G/B5G, CPS and IIOT, along with a 
presentation the attacks that commonly threaten these systems and networks. Additionally, a SotA 
and common practices for Cybersecurity incident detection and response modern frameworks is pro-
vided. 

2.1 Cybersecurity attacks in IIoT and 5G 
The following section presents a listing of known cybersecurity attacks against systems that utilize IIOT 
and 5G networks based on [21], [49], [50], [51], [52], [53], [54] . They are summarized in Table 1 Cy-
bersecurity attacks faced by IIOT/5G networks. Cybersecurity attacks can be distinguished in Network 
attacks, Software attacks and Data Attacks and can be mapped against the seven layers of the OSI 
reference model [55]. The OSI model is presented in Appendix A. It should be noted that the specific 
scenarios and attacks that will be used to validate these modules in the project trials are still under 
development and will be reported in the next version of this deliverable, namely D5.10 “Anomaly de-
tection and countermeasure selection tools.R2”. 

Table 1 Cybersecurity attacks faced by IIOT/5G networks mapped to OSI layer 

Type Layer Attacks 

Network Attacks 
 

Network Layer Traffic Analysis, Wormhole, Sybil, RFID Spoofing and Un-
authorized Access, LAN/WLAN spoofing, Routing Infor-
mation, Man in the Middle/ Eavesdropping, Selective For-
warding, Replay, Sinkhole, Denial / Distributed Denial of 
services, Threats to Neighbour Discovery Protocol, Im-
personation 

Session Layer Denial / Distributed Denial of services 

Τ5.5 

Τ5.4 

Τ5.5 

Τ5.4 
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Transport Layer Desynchronization, SYN flood 

Software Attacks 
 

Application & 
Presentation Layer  

Virus, Worms, Trojan Horses, Spyware, Ransomware, 
Cryptojacking 

All Layers Misuse of audit tools 

Data Attacks Presentation Layer Data Inconsistency 

Session Layer Unauthorized Access (Remote to Local , User to Root) 

Network Layer Data Inconsistency, Data Breach, Network virtualisation 
bypassing: 

Data Link Layer Data Transit attack 

 
Network attacks involve the manipulation of the functionalities of the network to gain access to sensi-
tive or private or cause problems to the normal network operations.  

• Traffic Analysis: Traffic analysis involves monitoring and analysing network traffic to gain in-
sights into patterns, behaviours, and communication flow. Attackers may use this information 
to identify vulnerabilities or extract sensitive data. 

• Wormhole: A wormhole is a network tunnel that connects two separate points, allowing data 
to be rapidly transmitted between them. In a security context, it can be exploited by attackers 
to bypass normal network security measures. 

• Sybil Attack: In a Sybil attack, a single adversary controls multiple nodes on a network to ma-
nipulate communication and compromise its integrity. This attack is often seen in peer-to-peer 
networks. 

• Impersonation: Impersonation involves pretending to be someone or something else to gain 
unauthorized access or deceive others in a network or system. 

• RFID Spoofing: RFID spoofing is a special case of impersonation, which involves impersonating 
a legitimate RFID (Radio-Frequency Identification) tag to gain unauthorized access. This can be 
used to bypass security systems relying on RFID technology. 

• Unauthorized Access: Unauthorized access refers to gaining entry to a system, network, or 
device without proper authorization. This can lead to data breaches, system manipulation, or 
other malicious activities. 

• LAN/WLAN Spoofing: LAN/WLAN spoofing is a special case of impersonation, which involves 
creating a fake Local Area Network (LAN) or Wireless LAN (WLAN) to intercept and manipulate 
network traffic, potentially leading to unauthorized access or data compromise. 

• Routing Information: Manipulating routing information involves altering the routing tables in 
a network to redirect traffic through unauthorized paths. This can lead to interception or dis-
ruption of data. 

• Man-in-the-Middle (MitM)/ Eavesdropping: In a Man-in-the-Middle or Eavesdropping attack, 
an attacker intercepts and possibly alters the communication between two parties without 
their knowledge. This can lead to the unauthorized access of sensitive information. 

• Selective Forwarding: In a selective forwarding attack, an attacker selectively forwards or 
drops specific messages in a communication network, leading to disruption or manipulation of 
the data flow. 

• Replay Attack: A replay attack involves the interception and malicious retransmission of valid 
data, causing the system to repeat actions or responses as if they were original. 

• Sinkhole: A sinkhole is a system or network component set up to redirect and capture mali-
cious traffic. It is often used as a defence mechanism to mitigate the impact of certain types of 
attacks. 

• Denial of Service (DoS) / Distributed Denial of Service (DDoS): DoS involves overwhelming a 
system, service, or network with traffic to disrupt or limit its functionality. DDoS involves mul-
tiple distributed sources coordinating these attacks. 
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• Threats to Neighbour Discovery Protocol: The Neighbour Discovery Protocol (NDP) is vulner-
able to various attacks, including spoofing or manipulating Neighbour Advertisement and 
Neighbour Solicitation messages, leading to unauthorized access or network disruptions. 

• Desynchronization: In desynchronization attacks, the intruder injects packets with fake se-
quence numbers of control flags that de-synchronize endpoints. 

• SYN Flood: In a SYN flood attack, an attacker floods a server with a high volume of SYN re-
quests, overwhelming its resources and causing it to become unavailable. 

Software attacks, as the name implies are attacks that utilize software, many times self-propagating to 
exploit and introduce vulnerabilities into a system or interrupt its’ normal operations. 

• Virus: A virus is a type of malicious software that can replicate itself and spread to other com-
puters by attaching to other programs. It can disrupt normal operations and may damage or 
delete files. 

• Worms: Worms are like viruses but can independently replicate and spread across networks 
without attaching to other programs. They often exploit security vulnerabilities to move from 
one computer to another. 

• Trojan Horses: Trojan Horses are deceptive software that appears legitimate but contains ma-
licious code. Unlike viruses and worms, they don't replicate themselves. Instead, they trick 
users into installing them, often by disguising as useful or harmless programs. 

• Spyware: Spyware is software designed to spy on a user's activities without their knowledge. 
It can capture sensitive information, such as login credentials or browsing habits, and send it 
to a third party. 

• Ransomware: Ransomware is a type of malware that encrypts a user's files, making them in-
accessible. The attacker then demands a ransom, usually in cryptocurrency, to provide the de-
cryption key and restore access to the files. 

• Malware: Malware is a general term for any malicious software designed to harm or exploit 
computers, networks, or users. It includes viruses, worms, Trojan Horses, spyware, ransom-
ware, and other types of harmful software. 

• Cryptojacking: Cryptojacking is a cyber-attack where an unauthorized entity exploits a per-
son's or organization's computing resources to mine cryptocurrencies without their consent. 
This can achieve by injecting malicious code into websites, applications etc. causing infected 
devices to contribute computational power to cryptocurrency mining without their knowledge 

• Misuse of audit tools: Mobile Network Operators (MNOs) employ audit tools to surveil net-
work activities for optimization, security, and commercial purposes. However, these tools, 
containing data about the network and its users, pose a risk as malicious actors can exploit 
them for reconnaissance by leveraging insiders with privileged access within the MNO to ex-
tract sensitive information. 

Data attacks are the types of attacks that affect data integrity or ownership in the system examined. 
These can be distinguished in three different types: 

• Data Inconsistency: An attack against data integrity, e.g. the injection of fake data to a data 
stream. It leads to inconsistency in data transition and storage. 

• Unauthorized Access: This attack involves using vulnerabilities to manipulate access control, 
to elevate the status of the attacker. Examples include a) elevation of the status of a user from 
remote to local or from simple to root user or b) disclosure of long-term keys for authentica-
tion and security controls conducted by an insider or hostile or untrustworthy personnel op-
erating in the Core of a 5G Network. By gaining unauthorized access, malicious users can then 
try to gain data ownership or access sensitive data. 
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• Data Breach: Data breach or memory leakage refers the utilization of vulnerabilities that cause 
the disclosure of personal, sensitive, or confidential data in an unauthorized manner.  

• Network virtualization bypassing This attack arises from poorly implemented or misconfig-
ured slicing in a 5G network, risking data privacy breaches. In a shared network with various 
tenants, ensuring both the controlled entry/exit of legitimate traffic and preventing unauthor-
ized slice access requires robust flow rule enforcement and protection against hostile actors 
exploiting hypervisor vulnerabilities at the core network level. 

2.2 Cybersecurity incident detection & response 
With cyber threats becoming more sophisticated and evolving, the creation and security of a modern 
Security Operations Centre (SOC) is crucial for organisations to protect against potential threats. The 
SOC [43] is a central hub of an organization's cybersecurity operations. Its primary objective is to detect 
and respond to security incidents and threats across the monitored infrastructure.   

 SOC is not necessarily a technological solution. It is a centralized function within an organization em-
ploying people, processes, and technology to continuously monitor and improve an organization's se-
curity posture while preventing, detecting, analysing, and responding to cybersecurity incidents. 

As discussed in article [44], the future of SOCs aims to improve on the various points such as increased 
automation over detected attacks; the proper integration [45] and interoperability of different com-
ponents (such as Security Information and Event Management (SIEM) [46], Security Orchestration Au-
tomation and response (SOAR) and Intrusion Detection System (IDS)/ Endpoint Detection and Re-
sponse (EDR)); migration of SOCs to cloud-based environments (such as deploying SOCs in the cloud 
and including the ability to monitor modern networks, e.g. Kubernetes, deployed in cloud environ-
ments); improve collaboration between IT/OT/cybersecurity teams; focus SOCs on measuring metrics, 
e.g. the time between attack detection and response. 

Regarding the integration and the interoperability of the different components, it is needed to mention 
that historically in the SOC one of the main problems is that they only use the SIEM. A Security Infor-
mation and Events Management (SIEM) system was designed to collect, correlate, and store security 
events and generate appropriate security alerts for the operational needs. It is not sufficient [47] to 
meet the need to automate and orchestrate processes by connecting various tools through specific 
APIs to enable analysts to investigate and make decisions that increase the efficiency of incident re-
sponse processes. This is where SOAR emerges [48], fulfilling these needs to orchestrate and automate 
cybersecurity events, adding the ability to provide an adequate response to them. 

The modules developed in Zero-SWARM and presented in section 3 can fit in any modern SOC and will 
meet these milestones proposed by[44]. It should be noted that these components can be integrated 
directly into an industrial architecture such as zero-SWARM without the need to build a complete SOC 
to perform the cyber security detection and response functions. On the one hand, work will be done 
on the inclusion of different SOC components for the correct handling of cybersecurity events that may 
be found in CPSoS. However, taking into account that part of the Zero-SWARM architecture contem-
plates the cloud, a SOC will be developed that can be integrated in these environments and capable of 
analysing the traffic of networks peculiar to the cloud, such as Kubernetes networks. Finally, the SIEM 
and SOAR solutions presented in section 3.1,  will focus on improving the metrics and representation 
of cybersecurity events so that they can be easily interpreted by operators with different profiles. 

2.3 Anomaly Detection & Classification in 5G/b5G networks 
The ongoing development of 5G networks is geared towards accommodating increased data capacity, 
a significant surge in the number of connected devices, more densely populated networks, improved 
connectivity even during high-speed mobility, all while delivering reduced latency and lower power 
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consumption compared to existing network generations. 5G upon fully realized deployment, will ena-
ble a wide array of vertical markets and industries to introduce a variety of new, diverse services tai-
lored to different use cases along with new or not realized diverse threats against them. 

Network anomaly detection in older generation networks is a well-studied subject and the approaches 
utilized can fall into three different categories [1]: a) Manual detection of the anomalies based on ex-
pert opinion, b) measuring some network traffic related value or values and based on predefined 
thresholds define normal and abnormal traffic and c) utilization of machine learning algorithms that 
are trained to recognize normal and abnormal traffic. The first two options are considered outdated 
[8] as they cannot keep up with the complexity and the scales of modern networks. However experi-
mental studies [8] show that even ML based methods may not be able to keep up with the traffic 
density and throughput required by 5G / B5G networks. 

Literature [8] suggests that deep learning is the ideal approach to address the problem of anomaly 
detection in 5G/B5G networks: Deep learning-based methods achieve SotA results in the task. Addi-
tionally, classic machine learning classification algorithms typically rely upon feature engineering 
methods to reduce the dimensionality of their input while Deep learning algorithms can automatically 
extract high-level features from large amounts of raw data, preventing overfitting based on regulari-
zation techniques [9].  There are numerous applications of DL algorithms to detect anomalies in 5G 
networks. In [1] the authors utilize a stack of self-attention based networks. In [8], the authors suggest 
a two-phase scheme: A Long Short-Term Memory Recurrent Network (LSTM) is used to detect the 
anomaly, while a DNN composed by a Deep Belief Networks (DBN) and Stacked AutoEncoders (SAE) is 
utilized to classify the anomaly into a specific category. The authors of [9] use a DBN to detect and 
classify the anomalies and showcase the efficiency of DNNs handling high dimensional data. In [10], 
the network flow data is treated as an image, inputted to a Residual U-Net Architecture, in an attempt 
to better model time dependent features without delays. In [11], a Variational Autoencoder (VAE) us-
ing Convolutional Neural Networks (CNN) is used to detect and classify the anomalies.  

Finally, Deep packet Inspection (DPI) is an accepted approach to detect and prevent attacks such as 
worm propagation [12] in the operation of 5G networks. However, it has been pointed out [13], that 
while DPI offers a deep search for L2 (Data Link) up to L7 (Application Layer) flows it can be very re-
source consuming due to the large data volume expected in 5G/B5G networks. To remedy this, in [13] 
it is proposed to deploy DPI mechanisms in for specific cases that handle particular policy actions or 
events, e.g., after detecting a botnet in a specific RAN or to combine them into a multistage-stage 
detection process. Such a mechanism operating in multiple stages will be utilized in the Zero-Swarm 
project and is described in section 3.2.1. It is worth to mention that one of the major challenges in the 
industrial adaptation of DPI-based solutions is General Data Protection Regulation (GDPR) compliancy, 
fundamental rights (especially of Internet users), such as freedom of expression and privacy, as well as 
more economic concerns, such as competition and copyright [14] A pragmatic and effective solution 
besides the traditional technical challenges such as effectiveness and efficiency of operation, should 
consider solutions to ensure Data Protection Impact Assessment .  

2.4 Anomaly Detection and Classification in IIoT networks and CPS  
The potential of the so-called Industry 4.0, includes the promise to create manufacturing environments 
that are both real-time and secure, offering autonomy in their operations. The Industrial Internet of 
Things (IIoT) plays a pivotal role in turning this potential into reality by facilitating advanced wireless 
connectivity for seamless data collection and processing across interconnected industrial facilities and 
Cyber-physical Systems. However, implementing IIoT systems involves the integration of diverse tech-
nologies, resulting in the collection of data that may be incomplete, unstructured, redundant, or noisy. 
This situation gives rise to security vulnerabilities and challenges related to the quality of data within 
these systems. 
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To address these issues and ensure the integrity of the data, one effective approach is the deployment 
of anomaly detection systems. These systems provide specific insights to determine whether a device 
is malfunctioning, if a critical event is unfolding, or if there is a breach in the system's security. By 
employing early anomaly detection mechanisms, the IIoT system can avoid being influenced by anom-
alous data when making decisions. Additionally, early detection of anomalies in an industrial process 
is essential to implement decisions based on real-time information, thus reducing maintenance costs, 
minimizing machine downtime, increasing safety, and improving product quality [13]. 

A recent literature review of approximately 100 papers published after 2018 about IIOT anomaly de-
tection [16], showed that DL methods make up ~56.5% of the proposed approach. Approximately, 22% 
of the remaining papers proposes statistics-based methods (e.g., Kalman Filters, Fourier Transfor-
mations, Markov Chains) and finally ~21% utilizes Machine Learning based methods (e.g., Decision 
Trees, SVM, DBSCAN). Concerning, the DL based methods [2], shows that Transformers are most com-
mon type of NN utilized, followed by Variational Autoencoders and LSTM networks. 

The literature review conducted focused in AI based methods, since the Zero-SWARM project com-
bines IIoT with 5G networks. Authors in [18] propose the use of Graph Deep NN for network anomaly 
detection and presents examples for three industrial use cases: smart transportation, smart energy, 
and smart factory. In [17] it is proposed to use a two-stage distributed approach that combines Auto-
encoder DNNs for traffic compression and the AdaBoost ML algorithm for the classification of the traf-
fic to anomalous and benign. In [20] an approach is presented that utilizes Fully Connected DNN to 
detect anomalies in two Cyber-Physical Systems and showcases that generating synthetic adversarial 
data and retraining the DNN utilizing them, results to improved performance. In [21], the authors pre-
sent a multi-stage, low latency module for a) the detection, b) the classification and c) the response 
against attacks against mission-critical Smart Factory Networks. The same paper shows that Multi-
Layer Perceptron Models perform better from RNN, LSTM and CNN networks for anomaly detect, while 
CNN networks outperform the same networks for attack classification models. Finally, an Intrusion 
Response System (IRS) uses a predefined rule set where each type of attack is linked to a specific single 
countermeasure. The topic of proactive anomaly detection to secure the 5G enabled IIoT ecosystem is 
a hot topic of research and innovation in the ICT industry [22] . Ideally, there is a race to introduce 
proactive anomaly detection solutions that can automatically and adaptively introduce security 
measures for foreseen possible future attacks and enforce appropriate security measures to protect 
the IIoT network against them, even before they happen. 

The mechanism proposed in section 3.2 combines the multi-stage approach of [17], [21] , using SotA 
algorithms and in contrast to [21] the IRS system will be able to select more than mitigation action for 
each attack type. Additionally, the training approach of [20], i.e., the utilization of synthetic training 
data creation will be also employed, however SotA Autoencoder models instead of the Fast Gradient 
Signed Method used in [20].  

2.5 Countermeasure selection within cyber-systems 
For the task of addressing threats within cyber-systems, including IIoT networks, two distinct alterna-
tives for counter-measuring said threats exist. The first alternative focuses on addressing a specific 
type of attack, such as e.g., a wormhole attack that manipulates traffic flows through malicious net-
work nodes to acquire access to data. This type of attack can be effectively countered as proposed in  
[23] by utilizing ML based techniques to recognize and block malicious network node. 

The second alternative involves employing a system that strategically selects countermeasures based 
on the values of some Key Performance Indicators (KPIs) in response to the threats faced by the sys-
tem. This approach allows for the simultaneous selection of countermeasures against attacks originat-
ing from multiple sources and involving various potential steps. Moreover, this approach is more ho-
listic in the sense that it takes into account that an attack can be counter-measured by different miti-
gation measures, e.g. a DDOS attack can be mitigated by Rate Limiting, Packet Filtering or Host Isolation 
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[24].  Additionally, if this approach is automated, it can follow the so-called Autonomic cybersecurity 
paradigm. 

A computing system can be called autonomic when it can automatically and dynamically configure and 
reconfigure itself under varying and even unpredictable conditions [25].  Focusing on cybersecurity, 
such a system should be [26]: 

a) self-healing i.e., it should be able to discover and correct faults both in routine and unexpected 
without human interventions, 

b) self-protecting i.e., it should automatically be able to detect and countermeasure attacks 
against its components,  

c) self-configuring i.e., it should be able to configure/reconfigure itself in an automated manner 
to adjust to the available resources, 

d) self-optimizing i.e., it should be able to monitor its’ performance and continually seek to im-
prove itself. 

There are four distinct methods to utilize KPI based countermeasure selection. The first one involves 
measuring the values of one or more KPIs and presenting them to a human operator to manually select 
their desired actions.e.g., [27] presents such an approach to a SCADA system. 

The second method involves automated mitigation using heuristic methods based on predefined 
thresholds for KPI values. The system, guided by predefined scenarios and values, selects actions from 
a list of predefined responses to counteract threats. However, this approach can result in intricate 
patterns of diverse cases and values, posing scalability challenges e.g., [28]. 

The third class includes approaches where the selection of mitigation actions is driven by optimizing a 
single KPI value or transforming the problem into a single objective (SO) problem, e.g., [29]. 

Finally, the fourth method comprises of approaches where the selection of mitigation actions is based 
on optimizing the values of multiple KPIs, which may be antagonistic but collectively offer a more com-
prehensive description of the action's impact on the system. An example of this approach is shown in 
[30] which uses evolutionary algorithms to solve the problem. The multi-objective optimization-based 
method is the one utilized by the module presented in section 3.2.2.  

2.6 Anomaly Detection and mitigation in relevant standards 
Anomaly Detection systems are more generalized forms of the so-called Intrusion Detection Systems 
(IDS). IEC TR 62443-3-1 [32] contains a section concerning Intrusion Detection Systems. There, such 
systems are categorized into two main types: Network IDS (NIDS) and Host IDS (HIDS). NIDS is most 
frequently deployed as a standalone device, such as when it is connected to a mirroring port on a 
network router or integrated within a router or firewall. NIDS is responsible for scrutinizing all network 
data to identify either known attack patterns or unusual and unexpected behaviour. On the other hand, 
HIDS is implemented as software on a host system and has the capability to inspect various sources, 
including logs, network traffic, and the file system, to detect signs of both completed and ongoing 
intrusions. A specialized variation of IDS can even take pre-emptive action against intrusion attempts, 
such as blocking network traffic associated with a detected intrusion effort. However, it is important 
to note that IDS systems have several limitations, primarily cantered around their cost, encompassing 
expenses related to deploying them across all subnetworks and hosts, ongoing monitoring costs, and 
dealing with false positives. 

IDSs are considered among other practises (i.e. segregation of access, unique login accounts, password 
renewal) a crucial part of real-time monitoring of industrial systems according to numerous standards 
[32] - [39]. Some standards have more specific instructions. According to [40],[41] and [42] Passive 
monitoring solutions should be deployed both in the IT and OT environments to create an industrial 
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network traffic baseline and monitor anomalies and adherence to the baseline. The monitoring solu-
tion should also be deployed on the Access Layer to capture relevant internal traffic. 

Additionally, [33],[36] and [37] propose that all events detected should be logged to enable analysis of 
events: To the extent possible, event logs should include user IDs, system activities, dates, times and 
details of key events (e.g. log-on and log-off times), use of privileges, etc. . 

Finally, Deliverable D2.3 “Cyber-security implementation templates and methodological approach (Re-
vised)” contains a table which describes the Security-by-design principles that are addressed by the 
modules described in this deliverable. 

3 Zero-SWARM Anomaly detection & countermeasure selection 
tools  

This section presents the modules developed for Zero-SWARM in T5.5, namely a module that handles 
Security Information and Event Management (SIEM) and Security Orchestration, Automation and Re-
sponse (SOAR) procedures along with a module that monitors network traffic to detect network anom-
alies, including their type and then propose a set of actions to countermeasure these anomalies. This 
section provides a technical description of the modules: The interfaces used by the modules are de-
scribed in D6.1 [5], while functional tests and related KPI for the modules were presented in D6.2 [6]. 

3.1 Cybersecurity incident detection & response 
This subsection presents the cybersecurity incident detection and response system (see Figure 3) that 
will be developed and implemented in zero-SWARM. 
This system is composed by two main components: the incident detection component and the incident 
response component. These two components oversee receiving information from a monitored end-
point. Also, there is a third component, the monitored endpoint. 

 

Figure 3 Cybersecurity incident detection and response in Zero-Swarm 

The monitored endpoint is a network or a CPSoS, part of Zero-SWARM architecture or use case archi-
tecture that needs to be monitored to protect against cybersecurity threats. An agent will be installed 
in every monitored endpoint that oversees the collection of application logs, network traffic and ana-
lysing them for the detection of cybersecurity incidents. 

3.1.1 Incident detection 
In cybersecurity, detection is the ability to search for traces and identify possible attacks. The imple-
mentation of detection will be based on SIEM. SIEM technology supports threat detection, compliance 
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and security incident management through the collection and analysis (both historical and near real-
time data) of security events, as well as a wide variety of other event and contextual data sources. The 
main capabilities are the collection and management of log events (such as data normalisation, enrich-
ment with external sources, event correlation...) and the ability to analyse log events and other data 
across disparate sources, but also operational capabilities (such as incident management, dashboard-
ing and reporting on detected events). 

Combining security information management (SIM) and security event management (SEM), security 
information and event management (SIEM) provides near real-time monitoring and analysis of events 
and also provides tracking and logging of security data for compliance or audit purposes. 

A security solution, SIEM helps organisations recognise potential security threats and vulnerabilities 
before they have a chance to impact business operations. SIEM detects anomalies in user behaviour 
and uses rules and decoders to automate many of the manual processes associated with threat detec-
tion and incident response. This has become a staple of modern Security Operations Centres (SOCs) 
for security and compliance management use cases. 

As part of a SIEM component, a SIEM agent helps to standardise and provide different actions. A cy-
bersecurity agent will perform the functions of an endpoint detection and response system, monitor-
ing and collecting endpoint activity that could indicate a threat. The agent is installed on the network 
or host to be monitored (endpoint) by analysing network traffic passing through it and analysing log 
files with the intention of identifying anomalous behaviour that could be created by an attack on this 
endpoint. SIEMs have the capability of event ingestion by collecting raw data from the network and 
systems and event generation i.e. providing normalization and data aggregation capabilities.  

 

Figure 4 SIEM rules 

To implement the SIEM functions, it has been decided to use Wazuh [56]. Wazuh is a free, open source 
security platform that unifies XDR and SIEM capabilities. It is currently the most advanced open SIEM 
platform and gives the possibility to integrate into different environments. This is why it has been de-
cided to use this platform. The idea in this project is to use this component and expand its functional-
ities. Since this component will be positioned in the cloud (following the architecture presented in 
D2.3), the project will focus on packaging this software in Kubernetes[57] so that it can be easily de-
ployed and integrated in cloud environments. 
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On the other hand, a direct integration with the SOAR component is not yet implemented. The project 
is working on the correct integration of the alerts generated by the SIEM in the SOAR. The idea of this 
integration is that the two components will be self-configuring once they have been installed without 
the need for extensive manual configuration work. 

3.1.1.1 Event ingestion 

Data ingestion to the SIEM is done from the SIEM agents. These agents monitor network traffic and 
applications at the Monitored Endpoint where they are installed. When these agents, by means of the 
rules they contain, detect a suspicious cybersecurity event, it is sent to the SIEM. Figure 4 shows an 
example of the rules contained in each SIEM agent. These rules are programmed in the SIEM and are 
distributed to each of the agents linked to it. These are the rules that the SIEM agent applies to the 
monitored traffic or logs. If any of these rules are met, the SIEM agent reports the log that has enforced 
the rule to the SIEM for analysis. In addition to this, the rules contain the configuration of the agents 
allowing them to be configured (and hot reconfigured if necessary) by the SIEM (central system). 
The configuration for updating and managing the agents from the SIEM is done through the decoders. 
An example of these decoders can be seen in Figure 5. Decoders are the regular expressions that ena-
ble the SIEM agent to interpret incoming data traffic and application logs. In the same way as the rules, 
they allow the SIEM agents to be configured (also hot if necessary) so that they work correctly and 
capture the necessary data. In addition to using the default Wazuh rules and decoders, Zero-SWARM 
will proceed to develop new ones with the intention of adjusting them to the needs of the use cases. 
 

 

Figure 5 SIEM decoders 

3.1.1.2 Event generation 

Once the cybersecurity events generated by the SIEM agents have reached the SIEM, they must be 
normalised, aggregated into a database so that they can be analysed.  
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The aggregated events can be seen in Figure 6, where in addition to aggregating them, in this case they 
have been enriched with the MITRE [58] technique ID associated with the cybersecurity event de-
tected. This helps the cybersecurity operator to save time in the implementation of the response to 
these events through the SOAR. 

 

Figure 6 SIEM aggregated events 

In addition to representing the aggregated alerts, the SIEM visualises these alerts using a dashboard 
(as shown in Figure 7) that allows the cybersecurity operator to get an overview of the status of the 
monitored network. 

 

Figure 7 SIEM dashboard 

3.1.2 Incident response 
In cybersecurity, response is the ability to orchestrate the defensive actions when a possible attack is 
identified. The proposed implementation of response actions will be based on Security Orchestration, 
Automation and Response (SOAR) tools. 

Security Orchestration Automation and Response (SOAR) is a suite of compatible software programs 
that enables an organisation to collect security threat data and respond to security incidents automat-
ically or manually via an operator. The goal of using a SOAR platform is to improve the efficiency of 
security operations. Within this software stack are the orchestrator, automation, and response mod-
ules. 
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The Orchestrator Module connects and integrates internal and external tools through built-in or cus-
tom integrations and APIs. Connected systems can send alerts from endpoint protection products, 
firewalls, intrusion detection and intrusion prevention systems (IDS/IPS), SIEM platforms. In addition 
to alerts, external sources of threat information can be integrated. 

With all the data collected, there is a greater chance of detecting threats, as well as more context and 
better collaboration. Inclusion of different sources requires a thorough analysis of alerts and linking 
them to threat intelligence sources. Security automation comes into play when security orchestration 
consolidates data to initiate response functions. 

The Automation module, uses the data and alerts collected from security orchestration, to  ingest, and 
analyse data and create repeated, automated processes to replace manual processes. These histori-
cally manually performed tasks such as vulnerability scanning, log analysis, ticket checking and auditing 
functions can be standardized and executed automatically using SOAR platforms. SOAR automation 
can make recommendations and automate future responses. Alternatively, automation can escalate 
threats if human intervention is necessary. 

The Response module i.e. the SOAR provides analysts with a single view of the planning, management, 
monitoring, and reporting of actions taken once a threat is detected. It also includes post-incident 
response activities such as case management, reporting, and threat information sharing. 

Depending on the type of alert, responses can be either automatic (solved by the execution of one or 
more responders, as a playbook once the alert has reached the SOAR) or manual (through the inter-
vention of an operator to launch the necessary responses at any given moment). 

3.1.2.1 Cybersecurity response implementation 

This section describes how the security alerts are managed once they are ingested in the SOAR com-
ponent. At this stage, SOAR can perform different tasks over the security alerts to improve the deci-
sion-making process regarding the resilience actions.  

The SOAR that will be extended and implemented is based on TheHive [59] technology. TheHive col-
laborates an ecosystem of tools to provide this security alert management. 

 

Figure 8 The Hive ecosystem[60] 

As shown in the Figure 8, TheHive collaborates with other tools such as OpenCTI [61] for threat intelli-
gence and Cortex [62]for observables management. This ecosystem allows different management fea-
tures to the SOAR system to provide resilience action on the project, that are further described in the 
following subsections: 
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• Case escalation 

• Alert enrichment 

• Response/resilience action execution 
It should be noted that these tools are not sufficient to manage and provide responses to cybersecurity 
incidents.  

 

Figure 9 SOAR alerts 

For this reason, the Zero-SWARM project will extend the functionalities of these components. In par-
ticular, new modules will be developed to connect SIEM and OpenCTI with TheHive: In addition to the 
connectors, most of the effort will be focused on the development of the responders that will allow 
mitigating the detected cybersecurity alerts. 

3.1.2.1.1 Case escalation 

Alerts can come to SOAR from different sources. In the case of zero-SWARM, alerts will come from the 
SIEM or SIEMs installed in different parts of the architecture. These alerts contain the information of 
the cybersecurity event detected in the monitored scenario The alerts that arrive and are normalised 
in the SOAR and are represented in the user interface that can be seen in Figure 9. 

These alerts can be escalated to a case so that the cyber security operator can analyse them, relying 
on inputs provided by threat intelligence sources for example. As can be seen in the alerts, the SOAR 
automatically adds fields highlighting information that may be of interest, to facilitate the work of the 
cybersecurity operator and help him to resolve the alert in the best possible way. 

3.1.2.1.2 Alert enrichment 

As explained above, alerts are generated by the SIEM Agent which is installed on a monitored endpoint. 
These alerts are sent through the SIEM and if they are relevant, it creates an alert that is sent to the 
SOAR. In the SOAR this alert is represented and for cases in which this alert must be enriched, from 
here it is possible to access OpenCTI that will provide us with additional information to enrich the 
information of the alert. 

In Figure 10, an example of a vulnerability that has been detected in a network component can be 
seen. This vulnerability has been injected into the SOAR as an alert and has been enriched with infor-
mation obtained from OpenCTI. 
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Figure 10 SOAR alert enrichment with OpenCTI 

As mentioned above, the market does not currently have a functional connector to integrate OpenCTI 
information into The Hive. The connector between SOAR and OpenCTI illustrated in Figure 10 has been 
developed and implemented within the project. Figure 11 shows the detail of the alert enrichment 
information that has been applied through OpenCTI. 

 

Figure 11 OpenCTI example detailed 

In the next steps of the project, it will be analysed whether this information is sufficient or needs to 
include more CTI sources. 

3.1.2.1.3 Response/resilience action execution 

Once the alert has reached SOAR and has been normalised, integrated and displayed in the system, 
these alerts must be responded to in order to solve the associated cybersecurity problem. In order to 
implement these responses, the SOAR contains the Cortex component that is capable of launching 
responses in the form of cybersecurity countermeasures. In order to know to which object the Cortex 
response has to be launched, some observables are defined.  
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Figure 12 SOAR responders 

These observables contain the necessary information, such as the IP address of the target machine, 
which allows Cortex to launch the response. In addition, Cortex contains the responders that are the 
components that are in charge of implementing the responses using the information from the observ-
ables. These observables and responders must be developed to meet the functionality required to 
implement cybersecurity responses. The interaction of The Hive, OpenCTI and Cortex can be seen in 
Figure 8. 

At the moment, the resilience actions integrated in the Cortex implemented in Zero-SWARM are those 
shown in Figure 12, but during the project, and above all, after analysing the needs of the project's use 
cases, more responders will be designed and developed in order to implement them through the SOAR. 

So far, the responders shown in Figure 12 have been developed and integrated into The Hive in the 
project. To meet the needs of the project's use cases, specific responders will be developed and im-
plemented in the coming months. These responders will allow cybersecurity operators to better com-
bat specific threats found in CPSoS. 

 

Figure 13 SOAR executed jobs history 

Figure 13 shows an example of the history of the jobs carried out using Cortex. In these jobs we can 
see the response that has been launched. These responders can be triggered automatically (in case 
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the alert is known, and the remedy is known) or manually by a cybersecurity operator (who can use 
threat intelligence information to choose the best possible response to the alert). 

The idea of developing specific responders focuses on minimising the time that elapses between the 
detection of a cyber-security incident and the time it is mitigated. For this reason, automatic responses 
to these will be implemented whenever possible, unless the alerts require the knowledge of a cyber-
security operator. Implementing alerts automatically also helps to reduce the workload of cyber secu-
rity operators by focusing their work on the more complex alerts that need special attention. 

3.2 AI enabled Anomaly Detection & Mitigation Modules  
The following section presents two modules that provide early cybersecurity related threat detection 
against the CPSoS along with mitigation of any detected attacks or malicious actions. 

Anomaly detection can identify deviations from normal system behaviour, which could be indicative 
of a cyberattack or a system malfunction. Detecting these anomalies in their early stages allows for a 
swift response, minimizing potential damage or downtime. 

 

Figure 14 High level architecture and interactions of the AI enabled Anomaly Detection and Mitigation Module 

IIoT networks face multiple, diverse attacks which can cause severe consequences ranging from mon-
etary damages to physical harm if left unchecked. These attacks can be countered by multiple mitiga-
tion actions, creating the need for methods that help optimal mitigation action selection. Mechanisms 
are needed that automatically selects appropriate mitigation actions in an optimal way to counter-
measure attacks faced by the System. Figure 14 provides a high-level overview of the architecture of 
the proposed module that handles these tasks . In the following subsections each of the modules is 
presented in detail. 

3.2.1 Anomaly Detection Module 
The following section contains a presentation of the architecture functionalities of the three submod-
ules of the Anomaly Detection (AD) module: First the Ultralight Anomaly Detection (UAD) submodule 
which detects anomalies by monitoring network traffic. Then the Anomaly Classification (AC) submod-
ule which discerns if the pattern of a detected anomaly corresponds to known attacks. Finally, the 
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Deep Packet Inspection (DPI) submodule tools allows the system operator to further gain knowledge 
about unknown anomalous traffic detected. 

3.2.1.1 Ultralight Anomaly Detection submodule 

Swift detection of the anomalies in the network traffic is a basis for securing the system as it allows for 
faster mitigation in the case of events caused by malicious actors. However, it should be noted that 
the purpose of this tool to detect anomalies, not their underlying cause: Anomalous traffic does not 
always indicate an attack, but it could also indicate malfunctions, hardware errors etc. Network traffic 
anomaly detection has been extensively researched and multiple approaches have been suggested 
including statistical and ML methods. The available literature suggests that AI extends better to large-
scale intrusion data with higher dimension compared to ‘traditional’ ML methods [31]. 

The submodule receives Raw traffic data as input, captured in the form on. *. pcapng files. A high level 
overview of the functionality and I/O of the submodule is shown in Figure 15. 
Initially the following traffic related features will be taken into consideration, as proposed by [63] : 

• Basic Flow Features: Destination Port, Protocol, Flow Duration, Total Forward Packets, Total 
Back-ward Packets, Flow Pkts/s 

• Inter-Arrival Time (IAT) Statistical Metadata: Flow IAT Mean, Flow IAT Standard Deviation, Flow 
IAT Maximum, Flow IAT Minimum, Flow IAT Total, Forward IAT Mean, Forward IAT Standard Devi-
ation, Forward IAT Max, Forward IAT Min, Backward IAT Total, Backward IAT Mean, Backward IAT 
Standard Deviation, Backward IAT Max, Backward IAT Min 

The features that will be used in the final version of the tool will be decided by experimentation. 

 

Figure 15 High level overview of the Ultralight Anomaly Detection module 

We propose the use of a SotA Conditional Variational Autoencoder (CVAE) DNN variant, the “Log-Cosh” 
CVAE [64] for the task of anomaly detection. CVAE models the distribution of observed data via latent 
variables in an unsupervised manner. It can efficiently handle imbalanced classes and high dimensional 
data, which is essential in the anomaly detection problem since benign traffic outweighs anomalous 
traffic. The architecture of the DNN is shown in Figure 16. 
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Figure 16 CVAE DNN model architecture 

Let 𝑋 ∈  𝑅 be the input data containing Basic flow data and Inter-Arrival Time (IAT) Statistical 
metadata described earlier above and 𝐶 ∈  {𝐵𝑒𝑛𝑖𝑔𝑛, 𝐴𝑛𝑜𝑚𝑎𝑙𝑜𝑢𝑠} the class labels associated with 
with it. Let 𝑄𝜑((𝑍|𝑋, 𝐶)) and 𝑃𝛩((𝛸|𝛧, 𝐶)) be the Encoder and Decoder networks shown in Figure 16 

and φ,θ be learnable parameters.  

The purpose of the encoder is to use 𝑋, 𝐶 to create a latent variable 𝑍 ~𝑄𝜑((𝑍|𝑋, 𝐶)). Then in the 

decoding phase, the latent variable and 𝑐 ∈  𝐶 are utilized as an input to generate new samples for 

label c, 𝑋̂ ~𝑃𝛩((𝛸|𝛧, 𝐶)). 

Τhe Log-Cosh CVAE utilizes the following objective function: 

 

𝐿𝑙𝑜𝑔−𝑐𝑜𝑠ℎ(𝑋, 𝑋̂)  =  
1

𝑎
∑ 𝑙𝑜𝑔(𝑐𝑜𝑠ℎ(𝑎(𝑋𝑖 − 𝑋𝑖̂)))𝜄

𝑖  , 

 

where 𝑎 ∈  𝑅 is a hyperparameter, 𝑋𝑖, ∈  X, 𝑋𝑖̂ ∈ 𝑋̂ are the ith elements of X and 𝑋̂ respectively. 

Finally, the comprehensive loss function for the model is  

 

𝐿(𝜑, 𝜃; 𝛸, 𝐶, 𝑎)  = 𝐿𝑙𝑜𝑔−𝑐𝑜𝑠ℎ(𝑋, 𝑋̂)  − 𝐷𝐾𝐿 [𝑄𝜑((𝑍|𝑋, 𝐶))|𝑃𝛩((𝛸|𝛧, 𝐶))] 

 
where 𝐷𝐾𝐿 is the Kullbach-Leibler divergence, which allows us to measure how much Q and P differ.  

Collecting benign traffic data for a network is a trivial process. By generating 𝑋̂ for anomalous traffic 

data we can create a labelled dataset 𝑆 that is balanced for all 𝑐 ∈  𝐶 , created by merging, 𝑋̂, 𝑋, 𝐶 . 
This is utilized to train a lightweight 1D Convolutional Neural network (CNN) that performs binary clas-
sification. This classifier is then used to discern between anomalous and benign traffic. This the same 
approach proposed in [64], which to our knowledge has not been tested in IIoT and 5G network traffic. 

To evaluate the model, in D5.10 we will utilize typical binary classification performance measures such 
as Accuracy, Precision, ROC etc. along with measurements of the time required to classify a traffic 
sample. Appendix B presents a comprehensive list of the performance measures that will be used to 
access the success of the classification.  
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3.2.1.2 Anomaly Classification submodule 

After an anomaly is detected by the UAD, the next step is to try and discern a) the type of anomaly and 
b) in the case of a cyber-attack/cyber-threat, its’ type. Correct recognition concerning the types of 
attacks faced by the system is essential to select the appropriate countermeasures to mitigate them. 

Moreover, this tool helps to monitor cases of false positives: Benign traffic identified as anomalous 
might indicate that the UAD submodule needs retraining. 

The submodule receives the segments of traffic recognized as anomalous by the UAD and uses the 
same features as it (Basic Flow Features and IAT metadata) to try and classify the anomalous traffic to 
three classes:  

1. Attack when the pattern of the traffic corresponds to a known attack type,  
2. Benign when the pattern of the traffic corresponds to non-malicious/normal traffic i.e., in the 

case the UAD produced a false positive. 
3.  Uknown, when the pattern of the traffic does not correspond to any of the previous cases, 

which warrants more inspection by the system operator. 
Figure 17 presents a high-level overview of the functionality and I/O of the submodule. 

 

Figure 17 High level overview of the Anomaly Classification submodule 

We propose the use of the Dilated Causal Convolutional NN (DCCNN) [69] to handle this task. These 
types of networks are also known as Wavenets or Temporal Convolutional Networks. Convolutional 
Neural Networks (CNNs) segment the input data using so called filters, which allows them to learn 
specific patterns. Contrary to other types of DNN e.g., LSTM (Long-Short Term Memory) DNNS, CNN 
are by design not fully connected, meaning that the not all nodes of the network relate to one another.  

 

This means that less calculations are required thus CNN are usually less computationally expensive to 
fully connected DNNs of similar size. Simple CNN have been shown to effectively model multi-dimen-
sion patterns. They can also capture the high temporal correlation of traffic data. Additionally, CNN 
models scale better compared to RNN [70]. A special case is the Dilated Convolutional Neural Network: 
In this variant of the CNN, the filters are applied by skipping certain elements in the input, allow the 
receptive field of the network to grow exponentially [70] . This property allows them to model even 
sparce data along with both long-term and short sequence relationships present.  
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The architecture of the DCCNN is presented in Figure 18 along with an example of standard and dilated 
convolution. It should be noted that the number of dilation layers and the dilation rate we will be using 
is still under investigation and will be determined experimentally. 

 

 

Figure 18 Architecture of the Convolutional Neural Network along with an example of standard convolution and a dilated 
convolution with a dilation rate = 4 for the grey layer and 1 for the blue layer 

 
Let 𝑋 =  {𝑋𝑡−(𝑘−1), 𝑋𝑡−(𝑘−2), 𝑋𝑡−1), 𝑋𝑡−(𝑘−1) } be the input data, i.e. a timeseries of consequent obser-

vation of anomalous traffic data with 𝑘 ∈  𝑁 being the kernel size, 𝑡 ∈  𝑁 being the time window size 
i.e. the number of observations in the time-series and 𝑂𝑡 the output obtained using the values from X. 
The dilated causal convolution operations over the network layers is described by the following equa-
tion [71]: 

𝑥𝑙
𝑡  =  𝑔(∑ 𝑤𝑙

𝑘

𝐾−1

𝑘=0

𝑥(𝑙−1)
(𝑡−(𝑘∗𝑑))

 +  𝑏𝑙) 

 

Where 𝑥𝑙
𝑡 is the output of the neuron at position 𝑡 in the 𝑙𝑡ℎ layer; 𝛫 is the width of the convolutional 

kernel; 𝑤𝑙
𝑘 stands for the weight of position 𝑘; d is the dilation factor of the convolution; and 𝑏𝑙  is a 

term representing bias.  

3.2.1.3 Deep Packet Inspection submodule 

In the constantly evolving field of cybersecurity, system owners and malicious actors constantly try to 
outperform one each other. System owners seek to boost the defence of their systems e.g., utilizing 
smarter systems, training employees to cybersecurity procedures, and designing more secure archi-
tectures while malicious actors try to discover new vulnerabilities and attacks. One such new attack 
type, are the so called Advanced Persistent Threats (APT) [73]: APTs are highly sophisticated and tar-
geted cyberattacks typically conducted by well-resourced adversaries, such as organized hacking 
groups commonly known to target IIoT systems [74] . APTs involve a stealthy and prolonged intrusion 
into a specific organization's network or systems, with the goal of gaining unauthorized access, remain-
ing undetected for an extended period, and often exfiltrating valuable data or causing other harm. 
These threats require advanced tools and techniques, adaptability, and a strategic focus on their vic-
tims, making them challenging to detect and defend against.  

In this section we propose a tool that will allow the operator to use traffic traces and the content of 
the packets exchanged, even if they are encrypted, to discover APTs. An indication of such threats 
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would be anomalous traffic segments that were classified by the Anomaly Classification submodule as 
Uknown. Figure 19 High level overview of the Deep packet Inspection submodule.  

 

Figure 19 High level overview of the Deep packet Inspection submodule 

APT Attacks can be split to four distinctive stages: 
1. Reconnaissance, where mapping of network topology, available services and used software 

versions to detect possible entry points. 
2. Foothold establishment: entry points are exploited to setup a command-and-control channel.  
3. Lateral movement: use a compromised system to deeper penetrate the system and access 

systems that are not directly connected to a public network. 
4. Data exfiltration: Stealing non-public, possible high value data. 

The tool will operate on daily time granularity as proposed in [80]: We propose the use a combination 
of Log-Cosh CVAE and DCNN to expand the results of [80], which utilizes a simple CNN for the classifier. 
Figure 20 presents the proposed architecture of the DPI submodule.  

 

Figure 20 CVAE combined with DCCNN model architecture. 
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3.2.1.4 Datasets used to train the Anomaly Detection Module 

To train and evaluate the anomaly detection submodules multiple datasets will be utilized. These da-
tasets are publicly available and cover more than 40 different attacks in different networks (5G, IIoT, 
IoT) and layers. These are presented in Table 2. 

Table 2 Publicly available datasets that will be utilized to train and evaluate the Anomaly detection submodules. 

Dataset (network type) Attacks 

5G-NIDD (5G) [72] 8 attack types categorized as DOS, Port Scans 

5GAD (5G Core) [75] 6 attack types categorized as Reconnaissance Attacks, Network Re-
configuration Attacks, DOS 

M2M using OPC-UA 
(IIOT) [76] 

3 attack types i.e., DOS, Man-in-the-middle and Spoofing/imperson-
ation 

DS2OS (IoT application 
Layer) [77] 

7 attack types categorized as Network Scans, Malicious operations, 
DoS, Data probing, Reconfiguration 

CIC IoT Dataset 2023 
(IoT) [78] 

31 attack types categorized as Brute Force, DDoS, Spoofing, DoS, 
Recon, Mirai, Web-Based 

InSDN (IoT/SDN) [79] 17 attack types categorized as DOS/DDOS, Password guess, Webapp 
attack, Botnet attack, SDN specific attacks 

APT-2020 (APT) [80] 4 stages (Reconnaissance, Establish Foothold, Lateral Movement  
Data Exfiltration) and 4 attacks (Sql Injection, Portscan, Xss, 
Bruteforce) 

 

3.2.2 Countermeasure Selection Module 
Timely detection of cyber-attacks is crucial to enable swift mitigation, as delayed recognition of a se-
curity breach can lead to significant repercussions. Establishing robust and secure IoT platforms and 
networks offers substantial benefits for both industry stakeholders and end-users. To effectively com-
bat the growing array of attacks aimed at the ever-changing landscape of IIoT networks and devices, it 
is imperative to create innovative, intelligent solutions capable of addressing the multifaceted nature 
of these attacks and either thwarting or mitigating them. Artificial Intelligence (AI)-based approaches 
serve as a solid foundation for such tools. 

In the following sections, we present an approach using a multi-objective (MO) method, based on a 
Deep Neural architecture called Pointer Networks [65], for optimizing the selection of countermeas-
ures of a network used in a CPSoS under attack. Countermeasure selection using MO techniques is well 
studied in ’classic’ computer networks, however it is a new topic in the context of ΙIoT. Previous worked 
is expanded: In previous related work [66] , the normalized normal constrained (NNC) method was 
used as a general framework to generate final set of solution. While NCC is intuitive in its’ application, 
it is known to suffer for two major drawbacks: First, the method is heavily dependent on the choice of 
the Utopia Points and second is that in some cases it can produce non-pareto solutions that then re-
quire filtering which adds latency to the system. Both drawbacks can be overcome by utilizing decom-
position methods [67] instead of NCC. I/O data for the AI mechanism. 

This subsection presents the input and output data used the proposed AI algorithm: These all also 
presented schematically in Figure 21. For each device type that is anticipated to be part of the IIoT 
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network, a variety of mitigation measures exists that can be described as a set of predefined rules. 
These rules are established by the CPSoS operator, drawing from their knowledge of past or known 
attacks, and include the following information: a) a unique Device Identifier, b) the Device Type, c) 
details regarding vulnerabilities, d) appropriate mitigation actions for addressing these vulnerabilities, 
and e) values for the variables necessary for calculating Key Performance Indicators (KPIs) that will be 
utilized for optimization purposes. It's important to note that a single device may have multiple rules, 
each outlining distinct actions to counteract an attack targeting a particular vulnerability. We assume 
that some mechanism is utilized for monitoring device types and their identities, with unidentified 
devices being automatically categorized as 'unprofiled’. 

If one or more attacks are detected against a network of N interconnected devices, the rule table as-
sociated with these attacks will consist of M rows. The input data for the proposed method is presented 
in the form of an ordered matrix with dimensions MxN, encompassing multiple rules for various de-
vices. Each row in this matrix corresponds one-to-one with the original table and contains N elements 
that describe the attributes of the respective device. 

Let 𝑀 = {𝑝1, 𝑝2 ,…,𝑝|𝑀|}, be the ordered vector corresponding to each row of the input matrix. Then, 
the output of the Pointer Networks is a vector 𝑃 of size equal to 𝑀,  

𝑃 = {𝑐1, 𝑐2 ,…,𝑐|𝑀|}, where 

 

𝑐𝑚 = {
1,if pointer 𝑝𝑚 is selected as part of the solution,

0,if not.
 

 

 

Figure 21 Input and output for the proposed AI Algorithm 

The proposed method considers two constrains a) one mandatory that enforces that only a single mit-
igation action should be applied to each device and b) possible constraints imposed by the operator 
concerning the values of the KPIs used.  

3.2.2.1 Methodology used for the Unsupervised Countermeasure Selection Engine 

In the proposed method, a deep neural network architecture called Pointer Networks is utilized to 
solve the problem of selecting the set of optimal countermeasures. 
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First, the constrained multi-objective optimization (MO) problem is defined: Let 𝑥 be n items we must 
choose from, 𝑥𝑖 = 1 if an item is chosen else 𝑥𝑖 = 0, and: let μl be the lth KPI to be optimized. Then, the 
following minimization is the target:  

min
𝑥

(𝜇1(𝑥) … 𝜇𝑙(𝑥)), 𝑙 ≥ 2  

Let 𝑔𝑗 (x) and ℎ𝑘(x), be the 𝑟 and 𝑠 inequality and equality constrains of the problem: 

𝑔(𝑥) ≤ 0,(1 ≤ 𝑗 ≤ 𝑟) (1) 

ℎ𝑘(𝑥) = 0,(1 ≤ 𝑘 ≤ 𝑠) (2) 

𝑥𝑖 ∈ 0,1 (3) 

Equations (1), (2), (3) are inequality, equality, and side constraints of the problem respectively. To pro-
ceed, 𝑛 subproblems are be defined and solved, one for each objective function: 

 
                                min

𝑥
𝜇1(𝑥), (1 ≥ 𝑖 ≥ 𝑙) 

 

Each sub-problem is subject to equations (1), (2), (3). 

3.2.2.2 Solution of the MO problem 

Pointer Networks are utilized to solve equation (9) : Let P= {p1, … , pn} be a sequence of n vectors 
transformed via a Linear embedding to be used as input, corresponding to 𝑥 = {𝑥1,...,𝑥𝑛} and 𝑌 = 
{𝑦1,...,𝑦𝑚} be the output sequence associated to P. Pointer networks are based on the Sequence to 
Sequence Model [68] with a modified attention mechanism. Bi-directional Long Short-Term Memory 
(LSTM) DNN are used to encode and decode the data:Let E= {e1, … , en} and D= {d1, … , dn} be encoder 
and the decoder hidden states of the LSTMs. Let f, g be the transformation functions made by the LSTM 
layers, 𝑐 be a context vector resulting by an attention mechanism q(e1,…,ej). Then, the conditional 
probability calculation can be written as (𝑖, ∈ (1,…,n)): 

 
𝑝(𝑦𝑖|𝑦1, … , 𝑦𝑖−1, 𝑃) = 𝑔(𝑦𝑖−1, 𝑑𝑖, 𝑐)  (10) 

 
𝑑𝑖 = ℎ(𝑑𝑖−1, 𝑦𝑖−1, 𝑐𝑖)    (11) 

 

𝑐 = 𝑞(𝑒1, . . , 𝑒𝑗) (12) 

𝑒𝑗 = 𝑓(𝑃𝑗, 𝑒𝑗−1) (13) 

In Pointer networks, the Encoder and Decoder Layer are connected by the attention mechanism. The 
context vector 𝑐 are calculated by the encoder hidden states and the attention weights values a𝑗 , 𝑖,𝑗 
∈ (1,...,𝑛): 

𝑐𝑖 = ∑ 𝑎𝑗
𝑖𝑛

𝑗=1 𝑒𝑗,(14) 

where 

𝑎𝑖
𝑗

= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑢𝑖
𝑗
) =

exp(𝑢𝑗
𝑖 )

∑ 𝑒𝑛
𝑘=1 𝑥𝑝(𝑢𝑘

𝑖 )
 (15) 

and 

𝑢𝑖
𝑗

= 𝑣𝑇 tanh(𝑊1𝑒𝑗 + 𝑊2𝑑𝑖) (16) 

 
with 𝑊1, 𝑊2 and 𝑣 parameters that are learned by the network.  

Finally, 
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𝑝((𝑦𝑖|𝑦1, … , 𝑦𝑖−1, 𝑃; 𝜃)) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑢𝑖)   (17) 

 
provides the conditional probability to choose the pointer 𝑦𝑖 at a given iteration of the algorithm. The 

SoftMax normalizes the Attention Layer vector values 𝑢𝑖
𝑗
 to be an output distribution over the diction-

ary of inputs. After a pointer is chosen, the constrains set by equations (6), (7), (8) are checked and if 

a violation is found 𝑥  and 𝑝((𝑦𝑖|𝑦1, … , 𝑦𝑖−1, 𝑃; 𝜃)) are assigned to zero, else 𝑥𝑖 = 1. 

 Figure 22 shows the architecture of the Pointer Deep Neural Network. 
The outputs of solving the sub-problems defined in equation 9, can be utilized as input to a decompo-
sition method that can be used to find the final set of optimal solutions. An approximation of the final 
set of optimal solutions can be decomposed into a number of scalar objective optimization sub-prob-
lems. For the Countermeasure Selection Module, the penalty Boundary Intersection proposed in [67] 
will be used. 

.  

Figure 22 Architecture of the Pointer Deep Neural Network 

4 Integration to IEC61499 Simulation environment  

Section 3 focused on the presentation of the modules that are developed in the project while section 
4 focuses on presenting details concerning integration and validation efforts. Initially, we present the 
plans concerning the integration of the modules introduced in section 3 to the IEC 61499 platform 
created in T5.1 and detailed in D5.1-Distributed automation and information management. The pur-
pose of this integration is to evaluate and verify the functionalities of the modules developed in T5.5 
in a realistic manner before deploying and testing them in the Zero-SWARM trials. Additionally, a pre-
liminary laboratory setup, used for initial evaluation purposes of the SIEM/SOAR module detailed in 
section 3.1, is presented. Finally, we briefly present tools that are commonly used for real time moni-
toring network traffic, and we justify the choice of one of them as the input source for the Anomaly 
Detection module detailed in section 3.2.  

4.1 Integration of the IEC 61499 platform in the Anomaly Detection 
The following section presents a IEC61499 simulation platform and the plans and architecture for the 
integration of the modules developed in T5.5 to this platform. The platform simulates parts of the 
Schneider Electrics EcoStruxure Automation Expert. This is a new category of industrial automation 
systems with IEC61499 at its core. It enables automation applications to be built using asset-centric, 
portable, proven-in-use software components, independent of the underlying hardware infrastruc-
ture. It also allows the user to distribute applications to any system hardware architecture of choice —
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highly distributed, centralized, or both — with minimal to no additional programming effort. Finally, it 
supports established software best practices to simplify the creation of automation applications that 
interoperate with IT systems. 

EcoStruxure Automation Expert is a cohesive system consisting of a suite of integrated hardware and 
software solutions, built around the EcoStruxure Automation Expert engineering, monitoring, and 
management environment Distributed Programmable Automation Controller (dPAC) platforms with a 
common, flexible, scalable runtime across: 

• Schneider Electric hardware: 
o ATV dPAC for Altivar 
o Modicon M251d/TM3 I/O 
o Modicon M580d/X80 I/O 

• Innovative new software-based controllers: 
o Soft dPAC for Linux™ 
o Soft dPAC for Windows™ 

• EcoStruxure Automation Expert - HMI, a fully integrated, object-orientated industrial visuali-
zation solution 

• EcoStruxure Automation Expert - Archive, a centralized solution for the historization of process 
data, alarms, and trends 

• Schneider Electric Libraries, a comprehensive set of hardware-independent libraries, ranging 
from basic functions to segment solutions. 

 

Figure 23 Schneider Electric EcoStruxure Automation Expert 

The simulated testbed integrates the Operator Station HMI, the automation Expert, and its’ Archive 
along with softwarized dPACs for both Windows and Linux OS. The entire system is shown in  Figure 
23 (above) and the simulated testbed components are marked pink. The component integration in the 
simulated testbed is shown in Figure 24 (below). 
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For the simulated testbed, an IEC61499 test application was developed that simulates the operation 
of an industrial environment, with the goal to utilize all IEC61499 software modules, as depicted in the 
Figure 24, and showcases the network architecture in relation to the 3-tier architecture of the zero-
SWARM use cases outlined in D5.1. For the test application details see deliverable D5.4. We aim to 
simulate the asset centric approach, to distribute the application on two tiers (Edge Device layer and 
Edge Gateway layer) and we simulate the 3-tier architecture, by encompassing various communication 
loads and protocols with IT clients on the cloud tier. This test bed will be utilized specifically during the 
anomaly detection scenario where the employed protocols, which are based on Ethernet/TCP or UDP 
standards, are analysed for more specific anomaly information. A brief outline of the operations that 
will occur is provided in the next paragraph. 

In Figure 24 the secured connections between the primary IEC 61499 test application on the “edge 
device” layer and the MQTT Broker and OPC UA Client on the “edge gateway” layer and the cloud 
layer are exchanging data during anomaly detection tests. The same is happening between the Sec-
ondary test application on the edge gateway layer with the same MQTT and OPC UA counterparts. 
Between the primary and secondary test application a distributed system is simulated with IEC61499 
cross communication UDP messages, which is not secured. Simulated values are stored in an EAE ar-
chive over a secured connection and the EAE HMI displays the simulated values over a secured con-
nection. The EAE Engineering workstations deploys the projects of the primary and secondary test 
application over a secured connection to the edge devices and edge gateway layer. All network con-
nections to the different EAE modules are watched by the anomaly detection modules.  

 

Figure 24 IEC61499 platform and network architecture for simulation environment 

A high level overview of the connection of the systems and modules developed in T5.1, T5.4 and T.5.5, 
presented in D5.1, D5.4 and this deliverable are shown in Figure 25 & Figure 26: Attacks and anomalous 
events will be introduced utilizing the various data simulations developed in D5.4 (OPC UA, MQTT, 
Modbus). Moreover, we plan to integrate the anomaly detection module to the SIEM system and the 
Countermeasure selection system to the SOAR. 
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Figure 25 Interconnection between the environment and modules developed in T5.1, T5.4 and T5.5 and their respective 
deliverables. 

The IEC61499 runtime platform, which is located on the edge device layer and the edge gateway layer, 
where the test applications are running, measures specific KPIs on the IEC61499 platform itself. These 
KPIs could be an indicator for the anomalies, and we plan to perform a correlation analysis with the 
anomaly detection measurements. 

 

Figure 26 Zoom-in to the interconnection between the environments and modules developed in T5.4 and T5.5 and their 
respective deliverables. 

A brief description of the KPI measured by the IEC61499 runtime platform is provided in the following 
list: 

▪ CPU load [in %]: When two PLCs communicate, the CPU load of each PLC may be impacted. 

CPU load refers to the percentage of processing power utilized by the PLC's central processing 

unit. The communication-related tasks of IEC 61499 RT, such as data transmission, protocol 

handling, and message processing, consume CPU resources and other tasks of the operating 

system included in this load. Effect on CPU Load: PLC communication can increase the CPU 

load due to additional processing required for handling communication tasks of IEC 61499 RT. 
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The complexity of the communication protocol, the volume of data exchanged, and the fre-

quency of communication all contribute to the CPU load. Higher communication demands can 

result in increased CPU utilization and potentially impact the execution of control logic. In the 

application, the CPU load is not impacted much due to less process and memory consumption 

by the processing unit.  

▪ Memory used [in Kbytes]: The KPI for the statistics about memory consumption by the 

IEC61499 process. Monitoring memory usage helps ensure that the PLC has adequate memory 

resources to handle communication requirements efficiently. Memory usage shown in the 

chart mentioned as “PhysMemoryUsed” is showing the total usage by the runtime and the 

application consumption together. The active usage of memory by IEC 61499 RT is monitored 

by applying the command “/proc/meminfo” while the communication process takes place be-

tween two IEC 61499 RT-based PLCs. 

▪ Event-Latency [in seconds]: Event latency measures the time it takes for a PLC to detect an 

event or trigger and respond accordingly within the IEC 61499 Runtime. It is a critical KPI for 

assessing the responsiveness and timeliness of the IEC 61499 control system. 

▪ Response-Time [in milliseconds]: Response time measures the time it takes for an IEC61499 

PLC to respond to a communication request of another IEC 61499 PLC. It includes the transfer 

time of the IEC61499 message from primary test application to the secondary test application 

and back. Monitoring and optimizing response time is essential for achieving timely and effi-

cient communication between PLCs and detect additional influences of other IEC61499 pro-

cesses, like the service communication from the shop floor to the IT (edge to cloud). 

4.2 Cybersecurity incident detection and response preliminary laboratory 
setup 

In the Figure 22 the architecture of a preliminary laboratory setup of a Cybersecurity incident detection 
and response component is presented. 

In this first deployment in the S21Sec lab, we decided to monitor a host with a Linux operating system, 
where we installed an intrusion detection system (IDS) that is able to capture and analyse the traffic 
on the host's network interface. In addition, a specific process has been created to monitor the logs of 
the installed applications to detect malfunctions. These two components report the logs/intrusions to 
the SIEM agent, which is responsible for sending them to the SIEM component.  

he SIEM component normalises this data, correlates it with historical data and displays it on a dash-
board for the operator to analyse. In addition to this, the SIEM can detect cybersecurity threats in this 
data, and for each of these, it creates an alert that is sent to the SOAR. The SOAR is responsible for 
orchestrating this alert input, enriching it with external data (such as threat intelligence sources) and 
managing the alerts. To solve the detected cyber security problem, the SOAR can launch responses (in 
cyber security countermeasures mode) via the SIEM agent automatically or manually, through inter-
action with the cyber security operator. 
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Figure 27 Cybersecurity incident detection and response 

4.3 Network traffic monitoring and capture tools 
This subsection briefly presents and compares the two tools most used to capture and analyse network 
traffic in real-time, TCPdump and Wireshark along with a command-line based variant of Wireshark, 
called Tshark. This data will be used as an input to the Anomaly detection module described in section 
3.2.1. 

4.3.1 TCPdump 
TCPdump is a command-line packet analyser that is part of the Linux family of operating systems. Op-
erating as a packet sniffer, it intercepts and records data packets traversing a network, facilitating a 
detailed examination of network communications. It offers real-time capture of packets, allowing users 
to inspect live digital interactions within a network. TCPdump demonstrates proficiency in handling 
diverse communication protocols utilized by networked devices during data exchange. This enables 
precise protocol analysis and aids in deciphering the nature of transmitted information. 

TCPdump offers filtering options, allowing users to selectively capture packets based on specific criteria 
such as source or destination IP addresses, protocols, or port numbers. TCPdump is a command-line 
interface-based tool, offering a lightweight yet versatile solution for packet capture since it allows 
scripting. In summary, TCPdump serves as a proficient and versatile packet analyzer, allowing real-time 
data capture and protocol analysis.  

4.3.2 Wireshark & Tshark 
Wireshark is a network protocol analyser that serves as a tool for the comprehensive examination of 
network communications. Functioning as a packet sniffer, it captures and dissects data packets in real-
time, providing an intricate view of the dynamics within a network. It exhibits proficiency in under-
standing diverse communication protocols, allowing for the precise interpretation of digital conversa-
tions. Key functionalities include advanced filtering mechanisms, enabling selective isolation of packets 
based on specified criteria such as IP addresses or protocols. The tool employs a visual representation 
with color-coded packets, facilitating efficient identification of different protocols. Additionally, 
Wireshark allows for in-depth packet content inspection, elucidating the nature of transmitted data. 
Its utility extends beyond real-time analysis, incorporating post-mortem statistical reporting for retro-
spective examinations.  

Tshark, is the command-line variant of Wireshark. Functioning as a packet sniffer, Tshark shares core 
functionalities with its graphical counterpart, Wireshark, while offering the advantage of command-
line efficiency. The primary functionality of Tshark lies in its real-time data capture capabilities. Like 
Wireshark, it intercepts and records data packets traversing a network, enabling a granular examina-
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tion of digital communications. Analogous to Wireshark, Tshark incorporates advanced filtering mech-
anisms, permitting users to selectively capture packets based on specified criteria such as IP addresses, 
protocols, or keywords. Tshark's command-line interface provides a streamlined and efficient ap-
proach to packet analysis, particularly advantageous in scenarios where a graphical user interface is 
impractical or resource-intensive. This characteristic renders it suitable for deployment in a range of 
environments, from server configurations and containers to remote or headless systems.  

 

Figure 28 Example of utilizing Tshark and an onboard Network Interface Card to capture traffic 

4.3.3 Comparison of tools and justification for selecting Tshark 
Traffic monitoring and capture is essential for the anomaly detection module presented in section 
3.2.1. More specifically, its Ultralight Anomaly detection submodule promises to detect network-based 
anomalies in milliseconds. To achieve this, an efficient method to capture traffic data in real time and 
then serve it to the module is required. Moreover, for the Anomaly classification submodule (Figure 
14), we need a tool that can capture segments of suspicious/anomalous traffic data. Both Wireshark, 
TShark and TCPdump allow storing traffic data in the pcapng format. This stands for PCAP new gener-
ation and is the to-go file format for saving traffic traces[81]: it builds on and remedies multiple short-
comings of the pcap file format such as the inability to store packets with different link layer types. 

However, the module will be available via Docker containers. This excludes the use of interface-based 
tools such as Wireshark Tshark has been selected due to the following features [82][83]: 

a) it can support significantly more protocols than TCPdump, 
b) it offers more efficient data filtering functionalities and  
c) it deals better with encrypted data which will be useful for the Deep Packet Inspection sub-

module.  
For these reasons the Tshark tool will be utilized for network traffic monitoring and storing by the 
Anomaly Detection module. 

5 Conclusions 

The traditional segregation between Industry and Operational Technology (OT) environments and In-
formation Technology (IT) is evolving as industrial systems increasingly integrate IT technologies for 
enhanced efficiency. This convergence, however, exposes industrial infrastructures to security vulner-
abilities due to the interconnection of components lacking robust security measures. This heightened 
connectivity poses a significant risk, exposing production and manufacturing processes to potential 
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threats from the IT and Internet realms. Anomaly detection and mitigation mechanisms are crucial in 
safeguarding the integrity and security of industrial systems. 

Given the rising sophistication of cyber threats and the increased connectivity of industrial systems, 
robust defences are imperative. Modern anomaly detection methods employ advanced algorithms to 
continuously monitor network traffic, system behaviour, and data patterns, identifying any unusual 
activities that may indicate a cyber-intrusion. Upon detecting anomalies, immediate mitigation 
measures, such as isolating compromised systems or updating security protocols, can be applied to 
prevent potential damage or data breaches. In the current era where industrial systems are prime 
targets for cyber-attacks, anomaly detection and mitigation mechanisms play a vital role as frontline 
defences, ensuring the resilience and reliability of essential systems. 

The work presented in this document dealt with the high-level technical details of anomaly detection 
and countermeasure selection mechanisms developed in Zero-SWARM. This deliverable aims to pro-
vide the technical background and description of these modules. It should be noted that the interfaces 
used by the modules are already described in D6.1” Integration, validation & specification of the trial 
demonstration”, while various functional tests and related KPI for the modules were presented in D6.2 
“Trial demonstration & evaluation results”. 

The inclusion of the SIEM and SOAR components in the zero-SWARM project will allow us to protect 
the key components developed in the project from cybersecurity attacks. To this end, these compo-
nents will be monitored by means of SIEM, carrying out an exhaustive analysis of network traffic and 
the logs generated by the applications to identify any anomalous operation that could be linked to a 
cyber-attack. The SOAR will be responsible for orchestrating and launching a rapid response with the 
intention of minimising the damage that the suspected attack may cause to the monitored compo-
nents. 

These components will be integrated with two AI enabled Anomaly Detection and Mitigation Modules 
that will utilize state of the art deep learning algorithms to provide a fast and efficient mechanism that 
monitors traffic in real time to detect cyberattacks attacks and proposes optimal countermeasures for 
them.  

The integration of the modules presented in this deliverable with the IEC61499 simulation platform 
developed in T5.1 will allow partners to further research on the subject of anomaly detection in indus-
trial communication protocols, such as Modbus, OPC-UA, MQTT and IEC61499 communications in an 
environment, closer to a real industrial production line.  

The first versions of the modules will be available in the end of M21, while the integration with the 
IEC61499 simulation platform with take place in M22, paving the road for demonstrating the modules 
in the trials of the project. Final development and validation of the developed modules will be reported 
in the next version of this deliverable, namely D5.10 “Anomaly detection and countermeasure selec-
tion tools.R2”: that deliverable will contain the final technical description and details of the developed 
mechanism, the details on the integration between the AI enabled Anomaly Detection and Mitigation 
mechanism and the SIEM/SOAR mechanism, along with experimental results that validate the effec-
tiveness of these mechanisms. 
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Appendix A: The OSI reference model 

The OSI reference model is mentioned in section 2.1. The OSI (Open Systems Interconnection) model 
is a conceptual framework used to understand and design computer networks. It divides network com-
munication into seven abstraction layers, each responsible for specific functions[55]. Here's a brief 
overview of the OSI model from the lowest to the highest layer: 

1. Physical Layer: Deals with the physical connection between devices. It defines aspects like ca-
bles, connectors, and the electrical signals used for transmission. 

2. Data Link Layer: Responsible for the reliable transmission of data between adjacent network 
nodes. It includes error detection and correction, as well as techniques for flow control. 

3. Network Layer: Manages the routing of data packets between devices on different networks. 
It addresses issues such as logical addressing, routing, and packet forwarding. 

4. Transport Layer: Ensures end-to-end communication, providing error detection, correction, 
and flow control. It can establish, maintain, and terminate connections. 

5. Session Layer: Manages sessions or dialogues between applications. It establishes, maintains, 
and terminates connections, allowing for full-duplex or half-duplex communication. 

6. Presentation Layer: Responsible for data translation, encryption, and compression, ensuring 
that data is presented in a readable format between applications. 

7. Application Layer: The top layer, it directly interacts with end-user applications and provides 
network services like email, file transfer, and network browsing. 
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Appendix B: Measures utilized to assess binary classification 

The following appendix contains the measures utilized to assess the success of the binary classification 
performed by the Ultralight Anomaly Detection submodule presented in section 3.2.1.1 
The following table is called a confusion matrix and the values of it allow the calculation of multiple 
metrics. 

Table 3 Confusion Matrix 

  Actual Values 

  Positive (Benign Traffic) Negative (Anomalous Traffic) 

Predicted 
Values 

Positive  
(Benign Traffic) 

TP FP 

Negative  
(Anomalous Traffic) 

FN TN 

 

• True Positive Rate (TPR) or Hit Rate or Recall or Sensitivity = TP / (TP + FN) 

• False Positive Rate (FPR) or False Alarm Rate = 1 - Specificity = 1 - (TN / (TN + FP)) 

• Accuracy = (TP + TN) / (TP + TN + FP + FN) 

• Error Rate = 1 – accuracy or (FP + FN) / (TP + TN + FP + FN) 

• Precision = TP / (TP + FP) 

• F-measure: 2 / ((1 / Precision) + (1 / Recall) ) 

• ROC (Receiver Operating Characteristics) = plot of FPR vs TPR 

• AUC (Area Under the Curve) 


